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ABSTRACT: Bedrock erosion rates in natural landscapes are usually slow, of the order of millimeters per year or less, and sophis-
ticated techniques have been developed to measure them. Different techniques have proved to be valuable depending on the spatial
and temporal scale on which information is needed, on the environment and on the scientific question that is asked. Here, we give
an overview of the various methods that have been developed. We introduce their working principles and outline their advantages
and disadvantages. Further, we provide comprehensive references to relevant literature, both on the methods and on scientific
examples of their application. © 2016 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd.
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Introduction

The shape of the Earth’s surface results from a competition
between uplift and erosion. Erosion is driven by a number of
physical, chemical, and biological processes dependent on local
conditions such as climate, substrate, and tectonics. To further
our understanding of how these processes work, we rely on pre-
cise rate measurements in the field or in the laboratory. Erosion
can occur rapidly (e.g. Lamb and Fonstad, 2010; Cook et al.,
2013), but more often it is a slow and rare process (e.g. Molnar
et al., 2006; Koppes andMontgomery, 2009). Therefore, accurate
measurements of erosion rates are challenging, and a large
amount of creativity has gone into developing suitable methods.
In this contribution, we review field methods to measure erosion
and denudation rates. It is not the aim of the paper to give an ex-
haustive description of each method with all the scientific and
technical details needed to apply it; rather, we aim to provide a
survey of available methods, highlighting their scope of applica-
tion and relative merits, in order to provide the reader with an
overview as to whichmethods are suitable for his or her research.
Erosion rate (E) is defined as the ratio between a change in

surface position with respect to a benchmark Δh, and a change
in time Δt:

E ¼ Δh
Δt

(1)

<NI>Direct techniques for measuring erosion rates rely on
measuring both Δh and Δt for the same setting. Bedrock erosion
rates are generally slow, typically below 1mm/yr (cf. Koppes
and Montgomery, 2009), and it is rare that erosion rates are

so rapid that they can be readily observed. Thus, field tech-
niques can be generally grouped in two classes. In the first
class, here termed dating methods, erosion rates are deter-
mined over long timescales. In this case, Δh can be obtained
from geological markers, such as the elevation of strath terraces
above the current river channel, and the challenge lies in the
accurate dating of the markers or deposits. The overall error
in the rate measurement is dominated by the error in the dating
method. In the second class, here termed survey methods, the
shape of a surface of interest is surveyed at two or more points
in time, typically after several months to years. The change in
time Δt can be measured to high accuracy with a clock and
the challenge in this case is the high-resolution survey of the
bedrock topography. Here, the overall error in the rate mea-
surements is dominated by the error resulting from the compar-
ison of height at different points in time. In addition to these two
classes of methods, bedrock erosion rates can be obtained indi-
rectly by measuring or estimating the material discharged from
a certain area and upscaling the findings to long timescales.

This review is consequently structured in four parts. First, af-
ter introducing some general definitions and nomenclature, we
review dating methods that can be applied to bedrock surfaces.
Second, we review methods for topographic measurements
that can be used to obtain bedrock wear. In addition, we de-
scribe methods that have so far been used only for measuring
erosion of loose sediment, because they can serve as inspira-
tion for new bedrock erosion measurement techniques. In both
these two parts, the physical or chemical background of the
methods is described, equipment and field requirements are
outlined, key publications are pointed out, and illustrative
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examples for each method are discussed, as far as they are
available. Third, we review indirect methods of measurement.
Fourth, we discuss some general pitfalls and give tips for ero-
sion measurements. Although the review focusses on measure-
ment methods for bedrock erosion, many of the methods can
be also employed in other environments.

Measurement Methods

Some nomenclature

For a definition of the term erosion in geomorphic usage, we
quote the words of Gilbert (1877):

All indurated rocks and most earths are bound to-
gether by a force of cohesion which must be over-
come before they can be divided and removed. The
natural processes by which the division and removal
are accomplished make up erosion.

According to Gilbert (1877), the erosion process can be di-
vided in general into weathering, transportation and corrasion,
and thus can include physical, chemical and biological pro-
cesses. We define denudation as the loss of mass from a land-
scape through both solids and solutes (cf. Anderson and
Anderson, 2010), which thus includes all erosion processes.
Methods of measuring erosion often yield either local erosion
rates, which can be process-specific, or landscape-wide denu-
dation rates that integrate over all processes acting in a land-
scape. The terms erosion and denudation can also be
distinguished from a method-specific view. While erosion is
measured locally by assessing how much material is lost at a
point (inside perspective – eroded material moves away from
the observer), denudation can be measured by quantifying
how much material is discharged from a certain area (outside
perspective – eroded material moves towards the observer).
The term exhumation means the upwards displacement of
rocks relative to the Earth’s surface. It relates to long timescales
and is often used in tectonic contexts.
Any measurement is associated with an error, and reporting a

measured data value without quantifying its error renders the
information meaningless. In general, we can discriminate be-
tween systematic errors and random errors. Random errors are
related to the noise that affects any measurement. They can
be detected by systematically repeating the measurement,
and their overall impact can be reduced by averaging over
many individual data points. In contrast, systematic errors are
related to the construction of the measurement method and
the necessary devices, and to the way the operator uses them.
They typically arise because the actual experimental arrange-
ment is different from that assumed in theory. Systematic errors
are hard to detect and easy to miss. A statistic is a parameter
that is completely determined by the data. A bias arises if a sta-
tistic is obtained in such a way that it is systematically different
from the corresponding parameter in the population. The term
bias includes systematic errors, but also incorrect use of de-
vices, statistics, and methods by an operator, or misinterpreta-
tion of results. Accuracy means the degree of closeness of a
measurement to the actual true value of what is measured. In
contrast, the term precision relates to the reproducibility of a re-
sult under the same conditions, using the same method of mea-
surement. Thus, accuracy relates to systematic errors, while
precision relates to random errors. A measurement method
can be accurate, but not precise, precise, but not accurate,
both, or neither. It is of course desirable, if it is both precise

and accurate. In contrast, tolerance is an engineering term that
means the permissible limit of the quantity in question in the
application in question. The differences between precision, ac-
curacy, and tolerance may be important, as different communi-
ties may refer to different concepts when reporting
measurement errors or technical standards of devices. When
different quantities are combined to yield a final result, like in
measurements of erosion rate, which is the ratio of a distance
and a time (Equation 1), errors of the individual quantities can
be combined using error propagation theory (e.g. Ku, 1966).
For a more elaborate treatment of the topic of errors, the reader
is directed to textbooks on experimental method, such as
Squires (1998).

Erosion rates are measured in units of distance per time. Typ-
ically, bedrock erosion and denudation rates are given in either
of the equivalent forms of millimeters per year, meters per thou-
sand years, or kilometers per million years, depending on the
timescale of consideration. Fischer (1969) introduced the
Bubnoff as a unit of geological erosion, which is equivalent to
one meter per million years, but the use of this unit never
caught on (see Berg and Gangi, 1971).

Dating methods

Dating methods make use of marker surfaces or deposits, such
as fluvial terraces, paleosols, paleo surfaces or relict landscapes
(e.g. Burbank et al., 1996; Barke and Lamb, 2006; Prince and
Spotila, 2013), moraines, fluvial or lacustrine deposits (e.g.
Pratt-Sitaula et al., 2007; Craddock et al., 2010), sculpted flu-
vial surfaces (e.g. Schaller et al., 2005; Reusser et al., 2006),
pediments, caves (e.g. Polyak et al., 2008; Häuselmann et al.,
2007; Stock et al., 2005), lava flows (e.g. Pederson et al.,
2002; Karlstrom et al., 2007) and tephras (e.g. Dethier, 2001),
or travertine (e.g. Pederson et al., 2002; Zentmyer et al.,
2008), that record the former elevation or position of a feature
of interest. The difference between the position of the marker
and the present position of the feature of interest can be ob-
served, and the erosion rate can be determined by measuring
the age of the marker. The most common application of this
method is the dating of fluvial terraces or sculpted fluvial sur-
faces to constrain rates of river incision. In some cases, the
age of the marker surface can be known exactly, such as sur-
faces created by historical volcanic eruptions (e.g. Whipple
et al., 2000) and man-made surfaces (e.g. Johnson et al., 2010).

There are a number of techniques that can be used to date
geomorphic surfaces or marker deposits, for each of which ex-
tensive literature exists. Because excellent descriptions are
available, we will briefly mention the most common tech-
niques and point the reader towards existing reviews or exem-
plary case studies for each method.

Cosmogenic exposure and burial dating
Cosmogenic exposure dating can be used to date both bedrock
and alluvial surfaces, and relies on the production of cosmo-
genic isotopes in material at or near the Earth’s surface (Gosse
and Phillips, 2001). In nuclear reactions, secondary cosmic
rays produce cosmogenic nuclides in minerals located in the
top few meters of soil or bedrock (Lal and Peters, 1967). The
rate of production is depth-dependent, and if this dependence
is known, the concentration of cosmogenic nuclides in a grain
can give information about the time this grain has spent near or
at the surface. For simple exposure dating one assumes that
erosion of the surface is negligible. If this assumption is valid,
and the surface has not been disturbed in any other way, the
method can yield the exposure time to cosmogenic rays of
any surface containing suitable material. Several cosmogenic
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nuclides have been used in geomorphic work (Lal, 1991), but
10Be has proved to be an ideal isotope in surface dating and
erosion (Granger and Riebe, 2014). Practically, beryllium-10
(10Be) is produced only by cosmogenic rays from the parent
isotope oxygen-16 (16O), which is abundant in the most com-
mon mineral at the Earth’s surface, quartz. Thus, 10Be dating
techniques can be applied in a wide range of environments.
Furthermore, 10Be is not only produced from oxygen in quartz,
but also in the atmosphere. This so-called meteoric 10Be then
rains onto the Earth’s surface, where it is adsorbed by soil and
fine-grained sediments and can be used to determine soil and
sediment ages and residence times (Willenbring and von
Blanckenburg, 2010b). Cosmogenic nuclides have been used
to date fluvial terraces (e.g. Burbank et al., 1996), relict fluvial
surfaces (e.g. Schaller et al., 2005), large landslides (e.g. Ivy-
Ochs et al., 2009), and bedrock eroded by a glacier (e.g.
Nishiizumi et al., 1989). Care needs to be taken to interpret
the data using knowledge of the geomorphic processes that
contributed to forming the studied surface.
Using the same method under slightly different theoretical

assumptions, erosion rates can be measured directly. In this
case, one assumes that the surface is not stable, but has been
eroding at a constant rate over the temporal scale of the mea-
surement. The concentration of the cosmogenic nuclide in a
sample then reflects the amount of time the sample took to
travel from several meters depth to the surface and therefore
the erosion rate (Lal, 1991). This allows for point measurements
of soil production and erosion (e.g. Heimsath et al., 1997), and
of bedrock erosion rates directly from eroding surfaces such as
bedrock river channels (e.g. Hancock et al., 1998), tors (e.g.
Hancock and Kirwan, 2007), and bedrock outcrops (e.g.
Portenga and Bierman, 2011). If multiple cosmogenic isotopes
are used, for instance 10Be and aluminum-26 (26Al), it may be
possible to obtain constraints on both the exposure and erosion
of the surface (Lal, 1991; Bierman et al., 1999). A detailed ex-
position of the theory and practice of cosmogenic exposure
dating and erosion measurement using 10Be, including exam-
ples, has been given by Granger and Riebe (2014).
Similarly, in cosmogenic burial dating, one takes advantage

of the decay of two cosmogenic isotopes, 10Be and 26Al, both
of which form in quartz. When the mineral is exposed to cos-
mogenic rays, these isotopes are produced at a constant ratio,
but they decay at different rates. Thus, their relative abundance
evolves through time after production has ceased and can be
used to determine the timing of burial, that is, of the onset of
shielding from cosmogenic rays by overlying material (e.g.
Granger and Muzikar, 2001; Repka et al., 1997).

Dating marker deposits
A number of methods exist to date sedimentary deposits, de-
pending on the material available, and the history and age of
the deposit. Many of these methods are well established and
excellent review papers or textbooks are available. Thus, we
will not give a lot of details here, but refer to the specialist
literature.
Due to ionizing radiation, electrons within a mineral can get

trapped on higher energy levels than their base state. When
stimulated by light, they may fall back into their base state
and emit a photon in the process.Optically stimulated lumines-
cence (OSL) dating exploits this effect in the dating of quartz
and potassium feldspar grains (Wallinga, 2002). By measuring
the amount of luminescence upon optical stimulation, the
amount of time since the material has been bleached by expo-
sure to sunlight can be obtained. This provides constraints on
the timing of deposition and burial of fine grained (silt to fine
sand) sediment that has remained undisturbed since deposition
(e.g. Harkins et al., 2007; Yanites et al., 2010). OSL dating can

be used for a wide range of deposit ages, from ~50 to 300 000
years. Reviews of OSL dating have been given by Wallinga
(2002) and Madsen and Murray (2009).

Radiocarbon, or carbon-14 (14C), is produced by cosmic rays
in the atmosphere and is incorporated in organic matter
through respiration. Because the proportion of 14C in the or-
ganic material depends on the time since the death of the or-
ganism, this method provides a maximum constraint on the
age of the deposit containing datable organic matter (Libby,
1955; Lowe, 1991; Harkins et al., 2007). Thus, 14C has a half-
life of 5730 years, thus restricting the use of the method to
deposits younger than about 50 000 years (Walker, 2005).

U-series dating of pedogenic carbonate provides minimum
ages for soils and gravel deposits, as it dates post-deposition
carbonate accumulation (Schwarcz, 1989; Sharp et al., 2003;
Candy et al., 2004). U-series dating takes advantage of the dif-
ference in solubility between uranium and thorium in soil wa-
ters, which are generally enriched in uranium and highly
depleted in thorium. Carbonate precipitated from these waters
therefore contains negligible initial thorium, so as uranium-
234 (234U) decays to thorium-230 (230Th), the age of the car-
bonate is tracked by the relative abundance of the two ele-
ments. Because the nuclides of U-Th decay chain are all
radioactive, the system eventually reaches secular equilibrium
and the maximum ages that can be measured are ~500 kyr.
Similarly, U-series dating can also be applied to travertine
and may provide information about the elevation of the water
table (Polyak et al., 2008) or the age of alluvial deposits
(Pederson et al., 2002).

Other possible techniques to constrain timing of deposition
include magnetostratigraphy, which is based on the tendency
of fine-grained sediment to preserve the polarity of the Earth’s
magnetic field at the time of deposition (Sasowsky et al.,
1995; Li et al., 1997; Stock et al., 2005; Craddock et al.,
2012), and biostratigraphy, which relies on the presence of ap-
propriate fossils within the deposit, the age of which is known
from other deposits (Schildgen et al., 2012). In dendrochrono-
logical methods, a date can be established and possibly tied
to an environmental change by counting back the annual tree
rings corresponding to individual years. Likewise, the year of
death of wood can be found by comparing to a reference chro-
nology of living trees nearby, as ring width is related to environ-
mental conditions. Soil erosion rates have been determined by
dating of the time when roots were first exposed (e.g. Carrara
and Carroll, 1979). This technique has been reviewed by Stoffel
et al. (2013), and may be viable in special circumstances for
bedrock erosion.

Uncertainties in dating methods
There are two primary sources of error related to dating
methods. First, there are the uncertainties of the measurements
themselves. These are specific to each dating method and in-
clude both the analytical uncertainties and those associated
with the particular assumptions required by a given method.
The uncertainty in the amount of erosion (Δh; the distances be-
tween marker features; see Equation 1) is included in this cate-
gory. In some cases this can be significant, for example when a
fluvial incision rate estimate requires determining the depth to
bedrock in a river with thick and variable alluvial cover (cf.
Karlstrom et al., 2007).

The second source of error is related to the relationship
between the measured ages and the histories of the marker
features. In the case of fluvial terraces, different techniques date
different events in the life of a terrace, such as pre-deposition
death of organic material (14C), deposition (magnetostratigraphy,
biostratigraphy), burial (luminescence, cosmogenic burial dating),
abandonment (cosmogenic exposure ages), and post-deposition
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carbonate accumulation (U-series dating). Each of these has
different implications for the meaning of the measured age
and its relationship to the onset of incision. Different methods
also have different susceptibility to later modification, and
events such as reworking, erosion, and later deposition on
marker features can significantly alter the meaning of a mea-
sured age. It is also important to be aware that these methods
are measuring average rates for processes that may be quite
unsteady. This can lead to biases depending on the measure-
ment period (cf., Finnegan et al., 2014), and misinterpretation
of typical rates of erosion, particularly for processes or loca-
tions where short-lived transient erosion events dominate (cf.
The Sadler effect, later).

Survey methods

Survey methods rely on the repeated topographic measurement
of a surface at two different times. The two measurements are
then compared and erosion or deposition can be calculated
from the differences. In general, for survey methods it is easy
to accurately measure Δt, and the challenge lies in obtaining
Δh from the topographic measurements (cf. Equation 1). There
are two main sources of errors. First, the survey method itself is
associated with a specific accuracy and precision. Second, it is
often challenging to identify benchmark points that are stable
over time, that do not affect the outcome of the measurement,
and that are common in both measurements. In fact, often the
availability of high-quality benchmarks limits the overall accu-
racy of the method.
In the following, we describe various techniques that have

been developed to measure surface changes in the field, mov-
ing from simple to more complex methods. Survey methods for
the measurement of erosion in loose substrates in general have
been reviewed by Gleason (1957), Miller and Leopold (1962),
Lawler (1993), and Hudson (1993), who focused on soil and
bank erosion, and by Lisle and Eads (1991) and Schuett-Hames
et al. (1996) in the context of gravel scour in river channels. Re-
views of specific methods are pointed out in the relevant
sections.

Erosion painting
By applying paint to a surface and checking whether it is still
there after an erosive event, one can gain information on the
spatial distribution of erosion in the landscape. Dietrich et al.
(2005) and Surian et al. (2009) painted patches of sediment in
streams to see whether they were mobilized in floods, and Gill
and Lang (1983) applied dots of paint to rock to find suitable lo-
cations for more detailed study. Beer et al. (2016) compared the
patterns of erosion revealed from the removal of paint to those
obtained from repeat topographic measurements in a proof-of-
concept study and concluded that erosion painting is a cheap
and quick technique that can give semi-quantitative informa-
tion on erosion patterns over potentially large areas. In addi-
tion, since the paint’s erodibility, i.e. the resistance of a
material to being eroded, is the same everywhere, with erosion
painting one can obtain insight in the spatial variability of the
erosivity, i.e. the power to erode of the process in question.

Benchmarking
Differences in erodibility, whether they occur naturally or are
artificially introduced, are often exploited when measuring ero-
sion. The benchmarking family of methods relies on the notion
that erosion rates are negligible over the survey period for the
part of the surface with low erodibility. Thus, these areas can
be used as a stable benchmark, and erosion rates for the part
of the surface with high erodibility can be obtained by

comparing the different parts of the surface using simple dis-
tance measurements. Natural differences in erodibility or
shielding of surfaces have mainly been exploited in erosion
measurements of soils and of soft bedrock. An example is the
use of pedestal markers such as rocks, shrubs and other plants
(Fig. 1A, e.g. Dunne et al., 1978; Vanwalleghem et al., 2010;
Lucía et al., 2011). This technique was apparently pioneered
by Rapp et al. (1972), and today is often used by non-scientists
to assess soil erosion rates (e.g. Okoba and Sterk, 2006). Artifi-
cial shielding of soils has been done using bottle tops (Gleason,
1957) or coins (Della Seta et al., 2007) pressed into the ground.
Artificial shielding of bedrock from erosion has to our knowl-
edge not been used in the field, but shielding plane bedrock
surfaces by bolting on a steel plate may be a simple way of cre-
ating an artificial benchmark surface. Simple and low cost
benchmarks in bedrock surfaces are holes that can easily be
drilled into hard bedrock (Hancock et al., 1998). If the depth
of the hole is measured before and after an erosive event, the
erosion rate of the surrounding surface can be obtained. The
disadvantage of this technique is that the holes are difficult to
clean of sand, pebbles and other particles that often get lodged
in them.

The most common low-cost benchmarking technique con-
sists of the installation of erosion pins, bolts, stakes, or nails
(Figs. 1B and 1C; for simplicity, we use the term bolt hereafter).
Bolts are installed in bedrock by either placing them in a bore-
hole, using glue or expansion anchors for fixing them (hard
rock), or by driving them in with a hammer (soft rock) such that
their orientation is normal to the rock’s surface. Bolts are gener-
ally manufactured from hard material such as steel; welding
rods in particular have proved to be suitable for soil erosion
monitoring (Evans, 1967). The bolt thus represents an artificial
benchmark with low erodibility (Haigh, 1977). The distance
from the bolt head to the eroding surface can be measured be-
fore and after erosion events and the difference can be used to
calculate erosion rates. The bolt method is preferable to natural
benchmarks, as it should be clearly visible when the bolt itself
has been eroded, and the measurement can be ignored or
corrected in this case. Erosion bolts have been used to assess
soil erosion rates at least since the 1950s (Colbert, 1956), and
the method was widely used in the 1960s and 1970 (e.g.
Leopold et al., 1966; Hadley and Lusby, 1967; Imeson, 1971;
Haigh, 1977). A few authors have successfully used the bolt
technique to study bedrock erosion, both for soft and hard bed-
rock (Montgomery, 2004; Stock et al., 2005; Clarke and
Rendell, 2006; Johnson et al., 2010).

The erosion bolt method has been modified to obtain addi-
tional information, and also to obtain better temporal resolution
of erosion rates. Duncan and Ward (1985) added a slider to
their bolt, which moved downwards with the eroding surface,
but was buried when deposition occurred. By digging out the
device after an event, the maximum depth of scour and the sub-
sequent depth of deposition can be obtained. Erlingsson (1991)
and Lawler (1991) apparently independently designed an ero-
sion bolt equipped with a series of photovoltaic sensors,
dubbed photo-electronic erosion pin (PEEP) by the latter. Orig-
inally conceived for the monitoring of bank retreat, the device
can record both erosion and deposition of material to high tem-
poral and spatial precision, as long as there is external light.
The position of the bank can thereby be located in between ac-
tive and inactive photovoltaic sensors, and the timing of
changes can be recorded on a logger. The PEEP has been fur-
ther developed and used in a number of studies (e.g. Lawler,
1992; Lawler et al., 2001). In order to overcome the limitation
to daytime measurements, temperature sensors were included
next to the photovoltaic sensors, exploiting the temperature dif-
ferences between water, air, and soil (Lawler, 2005, 2008).
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The conditions during events that are capable of eroding
bedrock are often violent and it seems likely that any devices
that stick out from the eroding rock are damaged or destroyed,
limiting the application of sophisticated and therefore expen-
sive bolt methods. A related problem common to all artificial
benchmark techniques is that the presence of the benchmark
may affect the nearby physical processes and thus alter the lo-
cal erosion rates. For example, bolts protruding into the flow of
a channel could alter local flow fields and thus affect local ero-
sion rates. Stock et al. (2005) checked with hand-level survey-
ing that this was not the case in their study. But especially in
violent turbulent conditions and when erosion is driven by par-
ticle impact this effect could significantly bias results. A system-
atic investigation of this issue has to our knowledge not been
published.

Some of these problems can be addressed by using ecessed
benchmarks (Fig. 2), similar to the target system developed by
Wilson et al. (2013). Thereby, a screw socket is fixed into a
drilled hole such that it is set well below the bedrock surface.
In between surveys, the hole is closed with a plug or a glue.
When surveying, the hole is opened up, and a target bench-
mark is inserted in the socket. The distance from the target to
the rock surface can then be measured to obtain erosion rates.
Alternatively, a point gauging instrument could be placed on
the recessed benchmarks (e.g. Hartshorn et al., 2002; see later).

A variant of the erosion bolt method is the scour chain
(Fig. 1D), where instead of a rigid bolt a flexible chain is used
(Colby, 1964; Laronne and Duncan, 1989; Laronne et al.,
1994). The scour chain method can also be viewed as a hybrid
between a survey method and erosion tracking (see earlier).

Figure 1. Measuring erosion in the field. (A) Natural shielding of a surface by logs as pedestal markers. (B) An erosion bolt in soft rock, inserted by
well-aimed hammer strikes. (C) A set of bolts used as reference points for a profile gauge, localized scour and damage to the bolts illustrate potential
pitfalls of erosion bolts. (D) Scour chain (red) in a river channel. (E) A profile gauge with multiple spikes (caterpillar), illustrating the acquisition of data.
(F) A profile gauge with a movable engineering gauge for measuring the distance to the rock (photograph courtesy N. Hovius).

Figure 2. Recessed benchmark, consisting of spigot and datum, shown before installation (A) and in use in the field (B). For installation, the spigot is
fixed into a hole drilled into the rock at the site of interest (C). When not in use, the hole is closed with silicon to protect the installation (D). When the
benchmark is needed, the hole is opened up again, and the datum is screwed into the spigot.
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The advantage of this system is two-fold. First, in loose sub-
strate, one can obtain the maximum scour depth as well as
the height of re-deposited sediment. Second, arguably the flow
field around the site is less disturbed by the presence of a flex-
ible chain then by a rigid bolt. However, this second aspect has
not been systematically studied. For the study of bedrock
erosion, scour chains could be fixed into drill holes with an
expansion anchor.

Erosion tracking
As erosion tracking we classify methods in which a device is
eroded in parallel with the surrounding surface, and this ero-
sion is tracked and recorded. The method offers an alternative
to erosion bolts and other benchmark methods, since no or
only small parts of the instrument protrude into the erosive flow
and the erosion process is thus largely undisturbed by the mea-
surement device. However, the erodibility of the device may
differ from that of the surrounding area and care needs to be
taken when interpreting the data.
One of the earliest erosion tracking devices is the sliding-

bead monitor used for the study of gravel scour (Nawa and
Frissell, 1993). In this technique, a number of beads are
threaded onto a cable such that they can slide. The bead cable
is placed vertically in the ground, and a few meters of spare ca-
ble are left loose. As the ground is eroded, the beads are mobi-
lized and slide along the cable until they hit a stopper at its end.
When revisiting the site after an erosion event, the number of
beads at the end of the cable can be counted to obtain the ero-
sion depth. The system has been improved by adding a mag-
netic gate near the end of cable that can be used to record
the time of arrival of individual beads (DeVries et al., 2001).
Thus, the temporal evolution of scour can be measured. The
sliding-bead monitor has not been used to study the erosion
of hard bedrock. A problem for its use may be the destructive
environment at interesting sites – the cable might be destroyed
and eroded beads would in this case not be found after an
event. However, simple adaption of the system may make it
suitable for the study of bedrock erosion. For example, individ-
ual beads could be numbered and marked by different colors,
such that the number of missing beads could be inferred from
the ones remaining in the hole.

A more sophisticated method, resistance tracking, relies on
the measurement of resistance changes (Fig. 3). The principle
is simple: a thin network of parallel wired resistors is placed
normal to the surface in a drill hole in the bedrock. By passing
a voltage across the network, the total resistance can be mea-
sured. As the surface wears down, individual resistor units are
likewise eroded, resulting in stepwise changes of the total resis-
tance, and the timing and magnitude of these changes are
logged. Such a system was used by Berger et al. (2010, 2011
to measure erosion of loose material by debris flows. A similar
device with much higher spatial resolution was developed by
Dubille (2009) and Lavé and Dubille (2011) for the monitoring
of hard bedrock, and later adapted by Beer et al. (2015) and
Beer and Turowski (2015). To install the latter instrumentation
into the rock, a core with a diameter of 7 to 10 cm and a depth
of 40 to 50 cm is taken at the site of interest. Subsequently, the
core is shortened to 10–15 cm and lengthwise cut in half. With
the resistor network placed in between, the two halves are re-
joined together using a glue with low viscosity. Finally, the core
is replaced in the field in its original position and fixed with a
suitable cement or glue. A logger unit can be placed in the hole
underneath. Versions of the system with an additional access
hole for the downloading of data or with Bluetooth data trans-
mission have been successfully tested (A. Beer, J. Lavé, personal
communication). Recording at frequencies of five minutes
gives battery lives of several months to years, and spatial reso-
lutions of 0.05 mm have been achieved.

Point gauging and surveying
Point gauging and surveying techniques rely on the availability
of fixed benchmarks, on which a precision instrument (e.g. a to-
tal station) can be placed (Fig. 4). These benchmarks should not
move or erode between survey campaigns. Surveying relies on
the measurement of distance and angles between a base station
and a target. Modern survey instruments can be very accurate
and precise, and with fixed survey points outside the area of in-
terest, high-quality data can be obtained in many field settings.
Many excellent text books on classical survey techniques are
available (e.g. Anderson and Mikhail, 1998). Surveying can
also be done with the global positioning system (GPS), and dif-
ferential GPS can achieve location accuracies in the centimeter
range. Examples of classic surveying in the context of bedrock

Figure 3. A resistance tracking device. A network of parallel wires, here a modified commercially available crack gauge (A), is glued between the
two halves of a core sourced from the rock of interest (B, C). The core is then replaced into its original hole (D, E), with an independent logger unit
hidden in the rock underneath it. Photographs A, B, C, D courtesy of A. Beer.

TUROWSKI J. M. AND COOK K. L.

© 2016 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd. Earth Surf. Process. Landforms, (2016)



erosion can be found in the publications of Howard and Kerby
(1983), Chatanantavet and Parker (2011) and Turowski et al.
(2013). A disadvantage of surveying techniques is the need
for operators in the field, so data at high temporal resolution
during erosive events cannot be taken. Also, the high number
of individual measurements that needs to be made (height of in-
strument, height of target, distance, vertical angle, horizontal
angle) leads to a complicated error structure, limiting the over-
all accuracy that can be achieved. When measurements at very
high accuracy and precision are needed, point gauging is a
suitable alternative.
Point gauging has a long history in erosion measurements

dating back to the 1960s (Hudson, 1964), and if carefully de-
signed and operated, it allows for accuracy and precision that
surpass many other available techniques (Spate et al., 1985;
Williams et al., 2000; Swantesson et al., 2006). Point gauging
instruments have been designed to measure at a point (e.g. High
and Hanna, 1970), along a line (e.g. Hartshorn et al., 2002), or
distributed over an area (e.g. Stephenson, 1997), but the applied
principle is always the same. The measurement is made directly
with a physical device, for instance an engineering gauge,
which can measure precisely the distance between a point in
the instrument and the surface of interest. Fixed benchmarks
on the rock surface are necessary to place the device.
Profile or contour gauges have long been used in geomor-

phology (Hudson, 1964). A profile gauge is a linear instrument

that either features multiple measurement devices (Fig. 1E; e.g.
De Jong, 1992) or a slider holding a single device (Fig. 1F; e.g.
Hartshorn et al., 2002). Multiple similar, often independent de-
signs have been described (e.g. McCool et al., 1981; Smart
et al., 2004; Kornecki et al., 2008), including ones with semi-
automated or automated data acquisition (e.g. Römkens et al.,
1986; Hirschi et al., 1987; Khorashahi et al., 1987), and sub-
millimeter precision has been achieved. The devices have been
used in a number of studies for the measurement of bedrock
erosion (Hartshorn et al., 2002; Turowski et al., 2008; Johnson
et al., 2010).

The most highly developed and best studied point gauging
instrument to date is the micro-erosion meter (MEM) (Fig. 5).
Designed by Hanna (1966) and High and Hanna (1970) for
the study of erosion of rock shore platforms, the MEM has since
been continuously used and developed (Stephenson, 2013).
The MEM consists of a precision engineering gauge mounted
on a tripod platform. For measurements, the three legs are
placed on fixed benchmarks that need to be installed at the site
of interest. Exact relocation is insured by Kelvin’s clamp ar-
rangement – the three feet are wedge-shaped, cone-shaped
and flat, and thus there is only one possible way of placing
them on the benchmarks (High and Hanna, 1970). The MEM
has been adapted for use in coastal environments (Robinson,
1976) and underwater (Askin and Davidson-Arnott, 1981).
With the original design, measurements of only three surface

Figure 4. Surveying (A) compared to point gauging (B). Surveying relies on the measurement of angles and distances between a survey instrument
located on a fixed benchmark. These measurements are then used to calculate the location of the surveyed points (A). In point gauging one directly
measures the distance between the instrument and the surveyed point, while the angles between the instrument and the surveyed point are fixed (B).
Since, when point gauging, a single distance value needs to be measured, the potential number of sources of error is minimized in comparison to
surveying and very high precision can be achieved.

Figure 5. The micro-erosion meter (MEM) (A) and its successor, the traversing micro-erosion meter (T-MEM), a precision point gauging instrument
(B). Pictures courtesy of W. Stephenson, who thanks E. Gill for passing on the original MEM instrument.
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points could be taken for a given set of benchmarks. Trudgill
et al. (1981) modified the instrument for a larger number of in-
dividual point measurements over an area of up to 200 cm2.
This version of the MEM is known as traversing MEM (T-
MEM), which was further improved by Stephenson (1997) by
replacing the analog gauge with a digital device with a direct
interface to a personal computer for semi-automatic data acqui-
sition. Robinson (1976) and Spate et al. (1985) studied errors
associated with MEM measurements. Spate et al. (1985) identi-
fied five possible sources of errors – temperature effects on the
instrument, temperature effects on the rock and benchmarks,
erosion of the rock by the survey tip (probe erosion), opera-
tional irregularity and misuse, and wear of the instrument. They
provided a detailed discussion as to how to minimize these er-
rors and published correction equations for the effects of tem-
perature. Since its conception, the MEM has been used in a
multitude of scientific studies, focusing on the erosion of shore
platforms and of limestone formations (e.g. Trudgill, 1977;
Spencer, 1981; Gill and Lang, 1983; Stephenson and Kirk,
1998; Stephenson et al., 2012). An overview of scientific results
achieved with the MEM has been given by Stephenson and
Finlayson (2009). A version of the T-MEM is commercially
available (Albatros Marine Technologies, 2015). The advantage
of the MEM is its high precision, which can be in the microm-
eter range (Spate et al., 1985), the wealth of literature that is
available on its use, and the good understanding of the errors
associated with the technique. The disadvantages of the MEM
are the need for fixed benchmarks installed in the rock, the
small area that can be studied with a single benchmark set,
and the need for operators to be present to make measure-
ments. The last point means that erosion cannot be observed
while it is happening.

Topographic surface measurements
Several technologies have emerged over the last two decades
that allow quick high-resolution topographic measurements in
the field. Modern laser scanners can obtain hundreds of thou-
sands of data points per second, and photogrammetry tech-
niques have evolved such that good quality topographic data
can be generated from pictures taken with hand-held pocket
cameras and freely available software (e.g. Fonstad et al.,
2013). In addition, remote-controlled drones are now available
as platforms for cameras (e.g. Brauchle et al., 2014; Nex et al.,
2015), and new concepts, such as range imaging (RIM) (e.g.
Nitsche et al., 2013), are emerging. There are a number of tech-
niques available, which can be broadly classified as passive
technologies that rely on ambient lighting, or active technolo-
gies that rely on the analysis of the reflected return of a signal
send by the device. Passive technologies include photogram-
metry, while active technologies include lidar, structured light
scanning, and RIM. Incidentally, the word lidar is often
interpreted as an acronym for ‘light detection and ranging’ (as
already used by Northend, 1967) or ‘laser imaging, detection,
and ranging’, but actually was created by amalgamating the
terms light and radar (Ring, 1963).
Photogrammetry has long been used to generate digital ele-

vation models (DEMs) from aerial and satellite images. How-
ever, this far-range photogrammetry was of limited use for
measuring bedrock erosion – the relatively low resolution and
accuracy of the DEMs meant that only large amounts of ero-
sion, such as mass wasting, could be constrained, and good
quality cloud-free images covering the right areas at the right
times could be difficult and/or expensive to obtain. Neverthe-
less, the comparison of DEMs calculated from traditional aerial
photographs acquired before and after erosion occurred has
been used to measure shoreline platform erosion and cliff

retreat (Dornbusch et al., 2008), landslides and rockfalls (Ben-
nett et al., 2012), and rapid fluvial incision (Cook et al., 2013).

With the advent of low-cost unmanned aerial vehicles
(UAVs) and the development of the structure-from-motion
(SfM) technique and software, photogrammetry has seen a
surge in recent years (Fig. 6). SfM enables the creation of
three-dimensional (3D) point clouds from randomly oriented
photographs without the need for independent camera calibra-
tion. A scene can be photographed with a consumer-grade
camera either from a range of positions on the ground or using
a UAVor both, and the software calculates the position of each
photograph and solves for the camera’s calibration parameters
(Westoby et al., 2012; Fonstad et al., 2013). With UAVs, custom
aerial images can be acquired at relatively low cost and a wide
range of resolutions can be achieved since resolution depends
on the number of pixels in the photographs and the distance
between the camera and the object of interest. This allows for
the easy and cheap generation of high resolution point clouds
with high accuracy (Fig. 6D). An early application of SfM in
geomorphology has been described by Heimsath and Farid
(2002).

The accuracy of the point cloud scales with the resolution of
the images, but is affected by a number of other factors, includ-
ing image quality, image distortion, camera calibration, image
distribution, relief, vegetation, surface texture, and, critically,
the number, distribution, and accuracy of ground control
points. Systematic large-scale distortions can occur in the cal-
culated topography, generally due to problems in the calcula-
tion of camera lens parameters (James and Robson, 2014).
Accurately surveyed ground control points can be used to re-
fine the calculation of lens parameters and reduce this distor-
tion, but may not remove it entirely (James and Robson,
2014; Harwin et al., 2015). Distortion is also affected by the ori-
entation of the photographs; it is maximized when the camera
orientations are uniform and the images are parallel to each
other, and can be reduced by adding oblique images taken
from different angles (James and Robson, 2014; Eltner and
Schneider, 2015; Harwin et al., 2015). Independent camera
calibration may also reduce this effect; however, care must be
taken that the calibration is sufficiently robust, otherwise it
may reduce the accuracy of the resulting model rather than im-
prove it (Harwin et al., 2015).

With well-distributed ground control points independently
measured by total station or differential GPS (James and
Robson, 2012; Fonstad et al., 2013; Gómez-Gutiérrez et al.,
2014), using simple SfM workflow without extensive camera
calibration, accuracies of 5-30 cm can be achieved over areas
of the order of 0.1 to 1 km2. Photogrammetry can also be used
at close range to generate topographic data over small areas
(square meters) with precision and accuracy of the order of tens
of micrometers (Rieke-Zapp, 2010; Beer et al., 2015).

In the past decade, terrestrial laser scanning (TLS), a type of
lidar instrument, have become a standard tool in geomorpho-
logical research (Fig. 6A; for early applications in geomorphol-
ogy see, e.g. Williams et al., 2000; Bitelli et al., 2004; Nagihara
et al., 2004; Schmid et al., 2004). Lidar is an active technology
that uses reflected laser pulses to measure the distance between
the scanner and objects that reflect the laser beam. Distances
can be calculated in several ways. Time of flight scanners sim-
ply measure the time between the laser emittance and the ar-
rival of the reflected pulse. Accuracy and precision are
typically reported in the range of 6 to 20 mm, and the maxi-
mum range can be up to 6 km. Phase shift scanners emit a pe-
riodic signal and measure the difference in phase between the
emitted and reflected signal, as well as the time of flight. These
scanners have greater accuracy and precision (typically 1–3
mm) than time of flight scanners, but shorter range (less than
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300 m). Structured light scanners project a pattern of light on
the surface of interest and use the distortion of the pattern to
calculate topography. These scanners can have sub-millimeter
accuracy and precision, but measure at very short ranges, typ-
ically less than 1–2 m (e.g. Wilson et al., 2013).
While individual scans have high accuracy, error can be in-

troduced in the registration process when scans from multiple
positions are combined or when scans from different times
are compared. Error assessments for laser scanning in fluvial
geomorphology have been performed by Heritage and
Hetherington (2007) and Hodge et al. (2009), while Schaefer
and Inkpen (2010) provided error analyses and field protocols
specifically for the scanning of rock surfaces. There are a num-
ber of examples for the use of terrestrial laser scanning in bed-
rock erosion studies (e.g. Williams et al., 2000; Wilson et al.,
2013; Cook et al., 2014; Beer et al., 2015; Vann Jones, née Nor-
man EC et al., 2015).
RIM is a relatively new active time-of-flight technology for

surface-distance measurements. Commercial RIM cameras are
available since the mid-1990s (Lange and Seitz, 2001). The in-
strument is constructed similar to a camera, but in addition to
brightness data, distance information is recorded for each indi-
vidual pixel. The advantages of RIM cameras are the light de-
sign, making it highly mobile even in difficult terrain, and the
high recording frequency. RIM cameras can be operated in
video mode, taking images at rates of 25 to 50 Hz, allowing
for quick data acquisition and for the near real-time monitoring
of processes. Kolb et al. (2010) provided a recent review of the
RIM technology, and Nitsche et al. (2010, 2013 published a de-
tailed error analysis for outdoor use, and experimental proto-
cols in the context of geomorphology.
In order to use the earlier mentioned techniques to measure

erosion, data obtained at different times must be compared in
a robust way. This can introduce additional sources of error,
particularly for complex topography. For a thorough discussion
of these issues, see Lague et al. (2013). The most common
method of topographic comparison is to create DEMs from

point clouds measured at different times, then subtract the
DEMs to obtain a DEM of difference (DoD). While this ap-
proach is straightforward and well-suited to some questions, it
does have some drawbacks. First, creating a DEM takes raw
data that is often irregularly distributed and merges and interpo-
lates points as necessary to create a regularly spaced grid. This
can introduce errors depending on the roughness of the sur-
face, gaps in the point cloud, and the resolution of the data.
Second, because in DEMs, a single height value is associated
with each location, differences can only be calculated normal
to a single fixed plane. This gives only vertical erosion rates,
and creates problems for complex surfaces including for exam-
ple overhangs or vertical walls.

Another possible method of comparison is to create a trian-
gulated mesh from one or both point clouds and calculate ei-
ther a mesh-mesh distance or a point cloud-mesh distance in
a direction normal to the local reference surface. This has the
advantage of capturing surface-normal erosion rates, rather
than merely vertical erosion rates. Disadvantages are that
meshes can be unwieldy to work with and that creating a mesh
of a complicated surface (i.e. with overhangs) is a non-trivial
task and can require expensive software. Meshes are also a
form of interpolation of the original point cloud, somewhat re-
moved from the raw data.

Cloud-to-cloud comparisons have the advantage of working
with the original data, which avoids issues of interpolation. The
recent development of freely available software to perform
cloud-to-cloud comparisons makes this technique more feasi-
ble. The open-source software CloudCompare (CloudCompare
2.5, 2014) allows for the calculation of closest-point differences
between two point clouds among many other functions. A
more sophisticated technique is implemented in the M3C2 al-
gorithm (Lague et al., 2013), which is now available within
CloudCompare. M3C2 first determines optimal normal
vectors for a subset of points, then calculates the distance be-
tween the two point clouds along a cylinder of a given radius
projected in the direction of the normal. In addition to the

Figure 6. Terrestrial laser scanning (TLS) and unmanned aerial vehicle (UAV)-based structure-from-motion (SfM). (A) A popular UAV for taking areal
photographs for SfM and (B) a digital elevation model created using SfM. The coverage is more complete than the lidar data, with a similar degree of
surface detail at this resolution. (C) A terrestrial laser scanner and (D) digital elevation model created from TLS data. The surface is represented very
accurately, but ground-based measurement in complex terrain often results in areas with no data where the surface was shadowed from view.
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distances, uncertainties and confidence levels are calculated,
allowing for more robust interpretation of apparent changes
(Lague et al., 2013).

Catchment-scale measurements

Measurements of denudation are made on the catchment scale,
and typically consist of the quantification of the total volume of
material that has been evacuated from the considered area over
a given time period. The discharge in a channel integrates all
the processes that happen upstream. Thus, by measuring the
water chemistry or solid load in a stream one can obtain infor-
mation on catchment-wide denudation rates. A river can trans-
port the products of erosion in three modes: as dissolved load,
as suspended load, and as bedload. The latter two modes of
transport together constitute the particulate load. When travel-
ling as suspended load, the sediment particles are kept in sus-
pension by turbulent forces of the water flow, while bedload
particles travel along the bed by sliding, rolling or hopping.
Whether a particle travels as suspended load or bedload de-
pends on the local hydraulics as well as on the particle size.
Depending on the geography and geology of the area and on
the characteristics of the transporting flood, each of the three
modes of transport can be dominant. For instance, the dis-
solved load can be substantial in catchments that feature chem-
ically reactive rocks such as evaporites or limestone or where
physical erosion rates are small (e.g. Lana-Renault and Regüés,
2007), while bedload can dominate over suspended load in
mountain rivers or during large floods (Turowski et al., 2010).
We can identify seven different types of strategies that have

been used to obtain denudation rates, namely surveying the
deposition in natural or man-made reservoirs, rating curve con-
struction and temporal upscaling, landslide mapping, chemical
fingerprinting, cosmogenic nuclide dating of sand samples,
thermochronology, and the analysis of sedimentary records in
deposition areas. These strategies are outlined.

Surveying the deposition in reservoirs
If a reservoir, be it natural or man-made, is a complete sink for
all the sediment that leaves a catchment, deposition rates can
be estimated from geometric changes of the deposited material.
This is typically done from repeated bathymetric surveys using
either a meter stick from a boat in small reservoirs (e.g. Lauffer
and Sommer, 1982; Nitsche et al., 2011), sonar or acoustic pro-
filing (e.g. Lenzi et al., 1990; Poppe et al., 2006) or aquatic-
terrestrial lidar (e.g. Hilldale and Raff, 2007; McKean et al.,
2009). Continuous measurements of changes in deposited sed-
iment masses have been made by equipping sediment retention
basins with what are essentially big weighing scales (e.g.
Lauffer and Sommer, 1982; Rickenmann and McArdell,
2008). Siltation rates for European reservoirs have been com-
piled by Vanmaercke et al. (2011).

Rating curve construction and temporal upscaling
For the rating curve construction method, concurrent measure-
ments of channel discharge and of the flux of the erosion prod-
ucts need to be made at a site. A relationship is fitted to the
data, which is then extrapolated to unmeasured discharges,
and used as a predictive model. By integrating data series of
discharge spanning a longer interval than was measured with
the fitted relationship, the sediment outflux from the area is cal-
culated. In this way yearly to centennial denudation rates can
be obtained, depending on the length of the available dis-
charge time series. A full review of sampling techniques and
strategies for the sediment load of rivers is beyond the scope
of the present article and we only give a brief overview here.

The reader is directed to more specialized reviews for further
details (e.g. Reid et al., 1997; see also the reviews pointed out
in the specific subsections later).

The suspended load of a river is thought to be determined by
supply conditions (e.g. Vanoni, 1975). Concentrations are com-
monly modeled as a power function of discharge, the parame-
ters of which are site specific. Currently, no generally accepted
methods exist for predicting these parameters for ungauged
sites (Asselman, 2000). The situation is similar for dissolved
load measurements. Both dissolved and suspended load con-
centrations can be measured directly by filtering water sam-
ples, and by chemically analyzing the filtered water and
drying and weighing the remaining solids. In many streams,
concentrations vary with depth and across the channel, and in-
tegrated sampling strategies and interpolation techniques have
been developed to account for this (e.g. Eads and Thomas,
1983; Bouchez et al., 2011). For higher temporal resolution of
suspended solids, turbidity probes calibrated to the material
in the stream of interest can be used (e.g. Fleming, 1969). There
are standard protocols available for stream water sampling, and
the errors involved are fairly well understood (e.g. Walling and
Webb, 1981, 1987; Holtschlag, 2001; Schleppi et al., 2006;
Chan et al., 2008; Rasmussen et al., 2009).

It is generally thought that, in contrast to dissolved and
suspended load transport, bedload transport is predictable by
semi-empirical equations (e.g. Vanoni, 1975). However, the
predictive quality of such equations for mountain rivers espe-
cially is poor, and field data are scarce (e.g. Reid et al., 1997;
Nitsche et al., 2011; Yager et al., 2012; Schneider et al.,
2015). In general, there are five different strategies for measur-
ing bedload transport. First, moving bedload material can be
caught in traps placed in or on the stream bed. The popular
Helley–Smith sampler (Helley and Smith, 1971), the Bunte-
type bedload traps (Bunte et al., 2004), and the Birkbeck-type
samplers (Reid et al., 1980) fall into this category. Second, the
regular survey of natural or man-made reservoirs can yield in-
formation on the long-term export of bedload material from a
catchment (e.g. Rickenmann et al., 2012). Third, the use of
tracer particles can yield detailed information on the transport
process (e.g. Hassan, 1990; Schneider et al., 2014), but needs
to be complemented by measurements of the active layer thick-
ness to calculate solid fluxes (Haschenburger and Church,
1998). Fourth, differences in topographic measurements from
before and after an event can help to constrain the total out-
or through-flux of material (e.g. Lane et al., 1995; Heimann
et al., 2014). And fifth, indirect or surrogate measurements,
for instance of the acoustic or seismic noise generated by
bedload motion, can be used to obtain information on relative
transport rates (e.g. Burtin et al., 2011; Rickenmann et al.,
2014). General reviews of methods to measure bedload trans-
port have been given by Reid et al. (1997), and Ergenzinger
and de Jong (2003). Bunte et al. (2004) reviewed portable traps,
while Gray et al. (2010), Rickenmann (2015) and Burtin et al.
(2016) focused on surrogate methods.

Finally, the relation between the three components of the
transported load, i.e. the dissolved load, the suspended load
and the bedload, is highly variable and incompletely under-
stood (e.g. Meunier et al., 2006). The often applied focus on
suspended sediment is not warranted for many types of rivers.
Currently, no generally valid methods exist that allow the pre-
diction of an unmeasured component from a measured one.
For a review of the partitioning between suspended load and
bedload see Turowski et al. (2010).

The method of rating curve construction is associated with
some common pitfalls, some of which are related to the fitting
of regression equations, which is less straight forward than of-
ten thought, especially if the model of choice is non-linear
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(e.g. Mark and Church, 1977; Clauset et al., 2009;
Domeneghetti et al., 2012). Non-linear fitting procedures based
on the method of least squares usually operate under the as-
sumption that errors are normally distributed, which is not gen-
erally true for environmental data. When log-transforming the
data and fitting a linear model, the assumption of normally dis-
tributed errors becomes one of log-normally distributed errors,
which is often a better description for non-negative quantities
such as stream discharge or sediment concentration. However,
this method leads to log-transform bias (Miller, 1984), which
arises because fitting procedures typically work with the me-
dian of the data, but in prediction the mean is of interest. Be-
cause the error distribution is skewed after log-transforming
the data, mean and median are not the same anymore, and
using the regression model for prediction results in an underes-
timation of the load (Ferguson, 1986). However, the log-
transform bias can be corrected for when the original data are
available (Miller, 1984; Ferguson, 1986). An alternative to
least-squares regression is maximum likelihood estimation,
which can be advantageous in some circumstances (e.g.
Clauset et al., 2009; Gaeuman et al., 2015).
Another group of problems is related to the extrapolation of

the derived rating curves. High discharges often contribute
disproportionally to total sediment export (e.g. Kirchner et al.,
2001), while data are commonly only available for small and
intermediate discharges. Similarly, sediment export can change
over time, for example seasonally (e.g. Mao et al., 2014), after
extreme floods (e.g. Turowski et al., 2009), or in response to ex-
ternal events such as a volcanic eruption (e.g. Lehre et al.,
1983) or an earthquake (e.g. Hovius et al., 2011). Thus, the be-
havior of the catchment needs to be well understood to ensure
that representative samples for the timescale of interest are
taken.

Landslide mapping
The landslide mapping method for denudation measurement
works in regions where landsliding is the dominant mass
wasting process, and where hillslope erosion by other pro-
cesses is negligible in comparison. These conditions generally
apply in steep mountain terrain in tectonically active regions
with a humid climate (Hovius et al., 1997), but may also be
true for other regions. Landslide scars can be mapped from
satellite pictures or air photographs, and they are particularly
easy to recognize in regions with dense vegetation. Automatic
mapping algorithms are available (e.g. Behling et al., 2014),
but their quality varies (e.g. Marc and Hovius, 2015). Two el-
ements are necessary in converting mapped scar areas into a
landscape-wide denudation rate. The first of these is a rela-
tionship between scar area and landslide volume (Stark and
Hovius, 2001; Malamud et al., 2004; Larsen et al., 2010),
which is highly dependent on the properties of the soil and
the bedrock in the region of interest, and is thus site-specific
and difficult to generalize. The ability to distinguish between
the erosional and depositional parts of the scar may also affect
the accuracy of this conversion (e.g. Larsen et al., 2010). For
the estimation of long-term denudation rates, the second nec-
essary element is the frequency–magnitude relation of the
landslides. Typically, mapping only covers a short span of
time, and both the largest and rarest landslides and the
smallest ones that are most difficult to map may be of equal
importance in setting total eroded volumes (Stark and Hovius,
2001). When considering erosion due to a single event, e.g.
an earthquake (e.g. Hovius et al., 2011; Li et al., 2014), the
completeness and accuracy of the mapping is important
(Malamud et al., 2004; Marc and Hovius, 2015; Marc et al.,
2016).

Chemical fingerprinting
Chemical fingerprinting provides a method to complement
existing measurements on parts of the erosive export, for in-
stance suspended load and dissolved load, by an estimation of
the unmeasured parts. It relies on the notion that the average
chemical composition of the exported material should corre-
spond to the known composition of the source materials. Thus,
the ratios of the abundance of certain elements can be used to
back-calculate the sum of material lost in transport (by deposi-
tion or chemical reactions) and unmeasured parts. The method
has been applied to complement the erosional budget of the
Himalayas (Galy and France-Lanord, 2001; Lupker et al., 2012).

Cosmogenic nuclide basin-wide denudation rates
As discussed earlier, in situ cosmogenic nuclides are produced
in certain materials at or near the surface at predictable rates.
The production of cosmogenic isotopes decays exponentially
with depth, with the quickness of decay dependent on the den-
sity of the overlying material. As material approaches the sur-
face, it accumulates cosmogenic isotopes; if the material has
been moving towards the surface at a constant rate during its
residence time in the near-surface, then the rate of denudation
can be obtained by measuring the concentration of these iso-
topes. Because the isotopes accumulate during the sample’s
trip to the surface, the integration time of the measured concen-
trations is inversely dependent on the denudation rate - faster
denudation is measured over shorter timescales. Thus, care
must be taken when interpreting variations in cosmogenic de-
nudation rates, as they are, by definition, sampling different
lengths of time (Bierman and Steig, 1996).

This technique can be used to measure denudation rates at
point locations, allowing for the exploration of spatial variabil-
ity in denudation rates (Bierman and Nichols, 2004; Heimsath
2006). One can also take advantage of the hydrologic system
and the natural mixing that occurs during the transport of sedi-
ment in fluvial systems by sampling river sand (Granger et al.,
1996; Lupker et al., 2012; Granger and Riebe, 2014). The con-
centration of cosmogenic isotopes in such a sand sample pro-
vides an average denudation rate for the drainage area
upstream of the sampling location, provided that a number of
assumptions are met, including steady denudation rates over
the integration time period, representative and well-mixed sed-
iment at the sampling point, and negligible post-erosion accu-
mulation of isotopes (during transport or temporary storage),
and an even (or known) distribution of the relevant mineral
throughout the catchment (Granger and Riebe, 2014). Caution
must be taken to assess whether the above assumptions are
valid for the catchment of interest; otherwise the isotope con-
centration will not yield a meaningful rate. Violations of the as-
sumptions commonly arise from the presence of landsliding in
the catchment (Niemi et al., 2005).

Thermochronology
Denudation on longer timescales can be constrained using low-
temperature thermochronometers such as fission tracks, (U-Th)/
He, 40Ar/39Ar, and, in a recent development, optically stimu-
lated luminescence (Reiners and Brandon, 2006; Herman
et al., 2010). These systems rely on the temperature-dependent
diffusion of radioactive decay products or annealing of damage
resulting from decay (fission tracks). At high temperatures,
daughter products diffuse and fission tracks anneal quickly
and do not accumulate, while at low temperatures diffusion
and annealing are negligible and daughter products and fission
tracks accumulate. The temperature that separates these two re-
gimes is known as the closure temperature of the system, and
depends on the diffusion kinetics of the system, as well as on
the cooling rate of each sample. Thus, the concentration of

FIELD TECHNIQUES FOR MEASURING BEDROCK EROSION AND DENUDATION

© 2016 The Authors. Earth Surface Processes and Landforms published by John Wiley & Sons Ltd. Earth Surf. Process. Landforms, (2016)



daughter products or fission tracks in a sample depends on the
amount of time that the sample has spent below the closure tem-
perature, and can therefore be used to calculate a cooling rate
for the sample. In a region experiencing exhumation in the ab-
sence of thermal perturbations, cooling is the result of the move-
ment of material towards the surface and cooling ages can
provide information about exhumation rates. The closure tem-
peratures of commonly used systems range from 60 °C (apatite
(U-Th)/He) to 350 °C (muscovite 40Ar/39Ar) (Reiners and Bran-
don, 2006), providing information on exhumation from depths
of ~2 to ~12 km for a geothermal gradient of 30 °C/km. Of par-
ticular interest for studies of erosion is the recent development
of OSL in quartz as a thermochronometer with closure temper-
ature of 30 to 35 °C (Herman et al., 2010). As with cosmogenic
erosion rates, the timescale of thermochronology-based exhu-
mation rates depends on the rate, with faster exhumation mea-
sured over shorter timescales. However, the availability of
multiple thermochronometric systems with a range of closure
temperatures means that cooling and exhumation can be
constrained over multiple timescales in a single sample (eg.
Avdeev and Niemi, 2011; Herman et al., 2013).
Thermochronology can be used on single samples to esti-

mate exhumation rate if the geothermal gradient is known or
assumed. Age-elevation transects, multiple samples collected
over a range of elevations, do not require knowledge of the
geothermal gradient, but require assumptions about the geom-
etry of the isotherms and the path of the samples through them.
Detrital thermochronology in a sedimentary sequence can also
be used to constrain the exhumation of the sediment source
through time (Reiners and Brandon, 2006; Rahl et al., 2007).
Low temperature systems such as apatite (U-Th)/He can be
perturbed by the development of relief and have been used to
constrain canyon incision in a range of settings (House et al.,
1998; Schildgen et al., 2007, Flowers and Farley, 2012). Apatite
4He/3He analysis, a more sophisticated method using the distri-
bution of both radiogenic and stable Helium in single crystals,
has also been used to constrain glacial erosion (Shuster et al.,
2005), canyon incision (Flowers and Farley, 2012), and relief
development (Valla et al., 2012).

Sedimentary records
Sedimentary records present an extension of the measurement
of denudation by constraining the sediment volumes delivered
to a depositional area. In essence, the volume deposited in the
stratigraphic unit above a datable layer has to be estimated and
the deposition rate can be calculated by dividing by its age.
The erosion rate in the catchment supplying the material can
be obtained by assuming it is equal to the deposition rate, thus
neglecting transfer times and catchment-internal storage of sed-
iment. Sometimes, there is a stratigraphic layer containing a
marker deposit such as volcanic ash from a known eruption,
providing a reliable date (Lowe, 2011). Some deposits have a
yearly lamination, known as varves, and by counting these
layers, precise dates can be obtained (e.g. Zolitschka, 2003;
Ojala et al., 2012). Otherwise, one can use 14C,
magnetostratigraphic or fossil dating, or, in suitable circum-
stances, other dating techniques described earlier.

Some General Tips and Pitfalls to be avoided

Environmental conditions and their effect on
measurements

Manymeasurements are affected by the ambient environmental
conditions. For instance, the speed of light is dependent on air

temperature and pressure, and on relative humidity, and thus
also on height above sea level. This affects the accuracy and pre-
cision of all survey instruments that work with the time-of-flight
principle, such as terrestrial laser scanners. Modern instruments
either directly measure the relevant parameters, or provide an
interface for the user to enter them. All materials, particularly
metals, but also the rock itself, expand and contract in response
to temperature changes. Similarly, electronic sensors often de-
liver a temperature-sensitive output. Depending on the specific
aim of the campaign and the desired precision, these effects may
be negligible. If not, often, such changes can be corrected for, if
the relevant relations and the local temperatures are known. In
any case, we recommend to record at least three temperatures
routinely in any measurement campaign concerned with ero-
sion. First, the air temperature, second, the ground temperature,
be it of bedrock or of soil, and third an instrument-specific tem-
perature. This could be the surface temperature of the metal
parts for example of point gauging instruments, or the tempera-
ture of the sensors and electronic boards. A further point worth
considering are ambient lighting conditions that can affect the
precision of active instruments specifically (e.g. RIM; see
Nitsche et al., 2013), but can also be important for instance in
photogrammetric measurements (Trinder et al., 1995). Labora-
tory experiments under controlled conditions help to under-
stand instrument behavior, and can be used to constrain
corrective functions. A number of other environmental parame-
ters, e.g. wind, moisture content and surface wetness, might af-
fect accuracy or precision of specific methods.

Clock synchronization

In campaigns where several instruments operate side by side
and record at high temporal resolution, for example to con-
strain both erosion rates and driving conditions, it is crucial to
regularly synchronize the clocks of the loggers (e.g. Beer
et al., 2015). In general, it is preferable to store all data within
the same logger system, such that synchronization problems
do not arise in the first place. However, this may not be possi-
ble, e.g. due to physical separation of various sensors. For sys-
tems that operate independently for long time periods, where
manual synchronization is not possible on a regular basis,
GPS may be a convenient means to obtain a global time. This
method is routinely used in seismic campaigns, and ready solu-
tions are available.

Instrument drift

Instrument drift, i.e. a systematic trend in the measurement over
time that is unrelated to the properties that are measured, can
arise for wide variety of reasons. Examples are gradual wear
of springs in force balances, temperature-dependent shifts over
a survey day or season, tip wear of point gauges, and aging of
electronics. Instrument drift can be detected by comparing
measurements to a stable benchmark. The measurement strat-
egy can also help to detect drift and minimize its effect. For ex-
ample, if measuring along a linear transect, drift will be
impossible to spot when all measurements are made in order
along the line, but by switching to and fro the different ends,
drift may be detected (see Squires, 1998).

The value of experience: understanding the method

Before going into the field to obtain high precision data, it is
necessary to get to know the instrument and the measurement
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condition. In the best case, a researcher new to a technique
should work together with someone with experience. Of
course, this is not always possible, especially for purpose-
designed instruments. A series of experiments under controlled
conditions for studying the instrument’s behavior and its re-
sponse to temperature, ambient light, wetness, or other envi-
ronmental situations, and to constrain errors, should be
mandatory before using any instrument in the field, whether it
is purchased or purpose-built. Technical specifications given
in manuals do not necessarily match the parameters of the in-
strument and the specific purpose it is applied for, and it should
be checked that the desired criteria are met. We also recom-
mend obtaining a basic knowledge of the technical and physi-
cal principles behind the measurement to be made. Such
knowledge can help to judge the range of operational condi-
tions, to protect from making simple operational mistakes and
from misinterpreting the data.

Selection bias and effects of the measurement
procedure on what is to be measured

Selection bias arises when the measurement returns biased re-
sults due to decisions made for the measurement strategy. Most
often, this results either from the design of the instrument, or
from the decision of where to make a measurement. For in-
stance, when erosion rates are consistently and only measured
in areas where fast erosion occurs, the measured mean overes-
timates the true mean for the entire landscape. Further exam-
ples for the effects of the measurement on what is to be
measured are instruments that protrude into the flow driving
the erosion and therefore alter the local flow field, or the intro-
duction of micro-cracks into the bedrock by drilling during the

installation of benchmarks or instruments. Both selection bias
and measurement effects can be subtle. The best protection
from these effects is a clear theoretical picture of the process
to be studied, a good knowledge of the measurement method
and instrumentation, an established hypothesis that is to be
tested, and general care in designing and executing the
measurements.

The Sadler effect

A specific statistical effect has been identified by Sadler (1981,
1999) that arises when data of deposition or erosion relating to
different timescales are compared. When sedimentation rates
are plotted against the time span over which they are mea-
sured, a clear trend becomes visible: low sedimentation rates
correspond to long timescales and vice versa. The effect arises
because deposition is not a continuous process, but episodes of
activity alternate with episodes of hiatus. As the measurement
timescale increases, longer hiatuses are incorporated, and the
observed scaling between deposition rates and timescale can
be obtained when the periods of hiatus is described by a
heavy-tailed distribution (Schumer and Jerolmack, 2009). The
Sadler effect has been shown to be present also in erosional en-
vironments, where the longest timescales correspond to the
highest erosion rates (Gardner et al., 1987; Finnegan et al.,
2014). Some methods, for instance catchment-wide denuda-
tion measurements based on cosmogenic nuclides, are not sus-
ceptible to the Sadler effect (Willenbring and von
Blanckenburg, 2010a). The Sadler effect needs to be consid-
ered especially when comparing erosion rates measured with
different techniques or over different timescales, or when mea-
sured rates are interpreted in a wider context.

Figure 7. Temporal and spatial scales the various methods can be applied for.
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Concluding Remarks

We live in an exciting time. Cosmogenic nuclide dating has
been established as a standard tool in the study of erosion, li-
dar instruments and structure from motion allow easy measure-
ments of topography in unprecedented detail, and new
methods, such as resistance tracking, allow high resolution
measurement that have not been possible just a decade ago.
Here, we have assembled many methods that have been de-
veloped to measure bedrock erosion and denudation in the
field and highlighted their relative merits and their range of ap-
plicability. To choose a method suitable for her or his research,
the scientist should consider both the scientific aim of the
study and the location where it is to be conducted. The differ-
ent methods apply to different temporal and spatial scales
(Fig. 7). Temporal scales can range from less than a second
to millions of years (Fig. 7A). Spatial scale can vary from the
process scale (micrometers to meters) to the local (meters to
hundreds of meters), regional (hundreds of meters to hundreds
of kilometers) to the continental and global scale (thousands of
kilometers) (Fig. 7B). Some methods can be applied only at re-
gional to continental spatial scales and need data series that
range back thousands or millions of years, such as
magnetostratigraphy. The choice of method is also determined
by the necessary precision. For example, the erosion rate at a
given location may be lower than what can be measured by
any of the survey methods within the duration of the project.
Likewise, if erosion happens during rare extreme events, one
may not be lucky enough to observe one. In these cases one
needs to resort to methods that work on longer timescales,
which has the advantage of averaging over the full magnitude
frequency distribution of erosion events. However, to unravel
the details of the erosion processes, high temporal and spatial
resolution is usually necessary. In the end, studies on different
spatial and temporal scales complement each other and are
necessary for a full comprehension of bedrock erosion in
nature.
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