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Data Mining in Educational Technology Classroom Research: Can it Makea

Contribution?

Abstract

The paper addresses and explains some of the lesyigus about the use of data mining in
educational technology classroom research. Two pkeof use of data mining techniques,
namely, association rules mining and fuzzy reprediems are presented, from a study
conducted in Europe and another in Australia. Bdtthese studies examine student learning,
behaviors, and experiences within computer-suppafessroom activities. In the first study,
the technique of association rules mining was tseshderstand better how learners with
different cognitive types interacted with a simidatto solve a problem. Association rules
mining was found to be a useful method for obtamigliable data about learners’ use of the
simulation and their performance with it. The stultlystrates how data mining can be used
to advance educational software evaluation pragticéhe field of educational technology.
In the second study, the technique of fuzzy repriesi®ns was employed to inductively
explore questionnaire data. The study providesoal gxample of how educational
technologists can use data mining for guiding aoditoring school-based technology
integration efforts. Based on the outcomes, th@iaations of the study are discussed in
terms of the need to develop educational data mitoals that can display results,
information, explanations, comments, and recommsmuain meaningful ways to non-
expert users in data mining. Lastly, issues reltdathta privacy are addressed.

Keywords: Educational data mining, educational tetbgy research, association rules
mining, fuzzy representations.



Data Mining in Educational Technology Classroom Research: Can it Makea

Contribution?

Introduction

Data mining has long been used in marketing, achvegt health, engineering, and
information systems. At its core, data mining isratuctive, analytic, and exploratory
approach, which is concerned with knowledge dispotterough identification of patterns
within large sets of data. In the last 10 years fibld of Educational Data Mining (EDM) has
emerged as a distinct area of research concerrtbdising data mining techniques to answer
educational questions, such as, “What are thecdlffes students encounter during a learning
activity?”, “What sequences of computer interactitegad to successful problem-solving
performance?”, and “What sequences of actions cterae high performers and low
performers in problem-solving activity?” EDM carsalprovide new insights into “wicked”
educational problems, such as, “What are the diffees in the ways students experience
learning,” and “How can learning designs account/friations in students’ learning
experiences?”

In particular, EDM is concerned with developing hwats for analyzing data from an
educational system in order to detect patternaripel datasets that would otherwise be very
difficult or even impossible to analyze due to Hast volume of data within which they exist
(Romero & Ventura, 2013). Consequently, resultsnfdata mining can be used for deciding
about how to improve the teaching and learning ggs@s well as how to design or redesign
a learning environment (Romero & Ventura, 2007r&mg, 1999). Data mining techniques
have been mostly used within the context of weletdas e-learning education in order to:
(a) suggest activities, resources, learning paihg tasks for improving learners’

performance and adapting learning experience (®BalgCalla, 2005); (b) provide feedback
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to teachers and instructional designers in regartisarners’ difficulties with the content and
structure of a course, so that revisions can beert@éhcilitate students’ learning (Merceron
& Yacef, 2010; Zaiane & Luo, 2001); (c) predictiears’ performance (Ahmed & Elaraby,
2014); and (d) inform administrators about the @ffeness of instructional programs, so that
better planning and allocation of human and mdtegsources can be achieved (Romero &
Ventura, 2007).

Based on a number of reviews and meta-analysesspalll(Mohamad & Tasir,
2013; Romero & Ventura, 2007; Romero & Ventura,2@aker & Yacef, 2009), the most
popular data mining techniques include: (a) cluste(He, 2013; Perera, Kay, Koprinska,
Yacef, & Zaiane, 2009; Beal, Qu, & Lee, 2006; Anme& Conati, 2009); (b) regression
(Buja & Lee, 2001); (c) association rules miningn(LAlvarez, & Ruiz, 2002); and (d)
sequential pattern mining (Perera et al., 2009¢lustering, the goal is to split the data into
clusters, such that, there is homogeneity withirsters and heterogeneity between clusters
(Baker & Siemens, 2014). In educational researcistering procedures have been used to
find patterns of effective problem-solving stratsgin exploratory computer-based learning
environments (He, 2012; Beal, Qu, & Lee, 2006; Ashe& Conati, 2009; Author). In
regression, the goal is to develop a model thatirdan or predict something about a dataset.
In a regression analysis, a variable is identiiedhe predicted variable and a set of other
variables as the predictors (similar to dependedtiadependent variables in traditional
statistical analyses) (Baker & Siemens, 2014)skoaiation rules mining, the goal is to
extract rules of the form if-then, such that if soset of variable values is found, another
variable will generally have a specific value (Ba&eSiemens, 2014). In sequential pattern
mining, the aim is to find temporal associationsiMgen events to determine what path of

student behaviors leads to a successful groupgtr@ferera et al., 2009).



Currently, most work on data mining has at its kmsemputer science perspective
rather than an educational perspective. Withirethécational domain, data mining
techniques have been mostly used in e-learningetrlvased research, because of the ease of
accessing student log data and performing autoraatityses of data. There is, however, also
a need to investigate the uses of EDM in real ob@sss in order to understand better
students’ interactions with technology as welltes ¢complexities entailed in investigating
how students with diverse needs and cognitive ciaratics perform with technology in
these settings. The issue then becomes whether &DNhake a contribution to educational
technology classroom research in terms of provitlimds and techniques that educational
technology researchers can easily grasp and appheir own research in order to answer
guestions that cannot be easily answered by toaditistatistical techniques.

In view of that, in this papethe authors, within the context of two differenidies,
describe their efforts in using data mining progedun educational technology classroom
research, and, identify difficulties in applyingt@anining techniques and tools in this
research context. The first study was carried mat European country and sought to
investigate how field-dependent and field-independearners solved a problem using a
stand-alone simulation tool. For the purposes effitist study, the authors used a sequence,
association, and link analysis for capturing analying learners’ interactions with the
simulation. The analysis provided a detailed aralyaic description of the differences in
field-dependent and field-independent learnersbf@m-solving processes, providing at the
same time clear understanding of field-dependeamh&ys’ difficulties to take full advantage
of the affordances of the simulation in order toximmaze learning benefits. The study
contributes to educational technology researchrbgemting evidence about the effectiveness
of EDM as an approach for extracting useful procetsted knowledge and actual student

learning data that can be used for improving theni@g design of educational software and
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systems (Romero & Ventura, 2013; Abdous, He, & Y201,2). In turn, EDM can replace
traditional approaches to software evaluation, Wwinostly depend on surveys of students’
perceptions of the system (Bayram & Nous, 2004 pioyiding detailed data about what
software features are or are not so successfulleatimers that instructional designers can use
in order to decide how to go about improving thearning designs. Consequently, data
mining techniques can become extremely usefulrmgeof providing ideas for implementing
personalized learning to meet students’ indivichesds (Lin, Yeh, Hung, & Chang, 2013;
Chen, 2008). Some preliminary work in this arealleen reported by Hsu (2008) who
applied association rules algorithms in the develept of a personalized English Learning
Recommendation System, as well as by Chen and 2088} who used a fuzzy technique to
determine the difficulty parameters of courseware decide thereafter the content of
courseware for personalized recommendation services

The second study addresses the use of educatemmaidiogy in Australian secondary
schools. The research considers variations in stugeeriences in an integrated learning
environment and how this may relate to learninge &im of the study was to understand
better the range of students’ experiences withrteldyy and accordingly to inform teachers’
integrated learning designs. Due to the complexitye learning environment and the large
number of key factors affecting students’ expergnio the classroom, association rules
mining and fuzzy representations were used to egpkdations among students’
guestionnaire responses and national assessmeontms. The results showed significantly
different patterns of key technology integratiootéas related to literacy and numeracy
outcomes. The findings provide guidance for leagrdasign in relation to how teachers may
provide different experiences in technology-intéggdearning to support all learners. The
study contributes to educational technology resebycproviding evidence of EDM as a

useful approach for (a) understanding school-b&sgthology-related change initiatives, (b)
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determining where to focus classroom resourcesrdadming choices of technology tools,
and (c) developing a deeper understanding of studehnology-related experiences
(Abdous et al., 2012).

In the general discussion section of the paperatitieors discuss the contribution of
data mining in educational technology classrooreassh, within the context of the two
studies, while at the same time they also consitietacles related to the intrinsic difficulty
associated with learning how to use data miningstand apply EDM techniques to
educational data. Research directions aiming afngalata mining tools and techniques
more accessible to educational researchers angsdsd. Lastly, data-privacy issues are also

addressed.

Study 1

Theoretical framework and resear ch questions

In the first study, the authors used a data mitaéghnique called sequence,
association, and link analysis to understand astdescribe how the cognitive style of field
dependence-independence (FD-1) affected undergiagtadents’ ability to solve a problem
using a glass-box simulation (Clariana & Strob80&, Landriscina, 2013). According to
Landriscina (2013), simulations are distinguish&d black-box or model-opaque
simulations, and, glass-box or model-transparentisitions. In black-box or model-opaque
simulations, learners explore a system’s behabiatrthe underlying conceptual and
computational model of the simulation remains hiddéhus, learners can only observe the
results of the causal relationships between thiabigs (Landriscina, 2013). Glass-box or
model-transparent simulations, on the other harakenthe structure of the model underlying
the simulation visible to the learners in the fafra diagram with nodes and connecting

links between them (Landriscina, 2013).



FD-I is a cognitive style directly related to howrhans perceive, organize, and
process information (Witkin, Moore, Goodenough, 8&C1977; Morgan, 1997; Price,
2004). It is distinguished from learning stylesthat learning styles are subjective accounts
of individuals’ instructional preferences acroseafic domains and tasks (Messick, 1987).
FD-1 was defined by Witkin et al. (1977) abé extent to which a person perceives part of a
field as discreet from the surrounding field astzole, rather than embedded in the field; or
the extent to which the organization of the prengifield determines perception of its
components; or, to put it in everyday terminoldtpg extent to which the person perceives
analytically’ (pp. 6-7). Witkin et al. (1977) conceptualized #Bs a construct with two
discrete modes of perception, such that, at theegtreme end perception is dominated by
the prevailing field and is designated as fieldedefent (FD), and at the other extreme end,
perception is more or less separate from the sndiog field and is designated as field
independent (FI).

Contemporary research studies have examined tbetefbf learning with glass-box
(model-transparent) simulations on Fl and FD lee'rmgerformance, and, found that Fl
learners outperformed FD learners during probleiwirspwith this type of simulation
(Author; Burnett, 2010; Dragon, 2009). However sthévestigations have primarily focused
on identifying quantitative differences in performea between FD and FI learners without
providing detailed information about FD and FI leans’ interactions with the simulation, as
well as related difficulties that learners encouedleduring the problem-solving process with
the simulation. While quantitative investigatioms & general useful, they do not provide
enough insight about how to help those learnerd) as for example FD learners, who
usually encounter problems during problem solvind aeed to be supported by the teacher

so they can also have successful learning exp@&senith technology.



Therefore, given the limitations of the existinglg®f research on FD and FlI
learners’ problem solving with simulations, thegaet study applied sequence, association,
and link analyses to assess and compare FD amduffldrs’ interactions with a glass-box
simulation in order to solve a problem about immigm policy. The research purpose of the
study was to identify sequences of interaction® Wit simulation that were associated with
successful performance and whether they differéden FD and Fl learners. Analytically,
the research questions were stated as follows:

1. What sequences of interactions with the simulatawl to successful problem-solving
performance?

2. How do the sequences of interactions with the satmn differ between FD and Fl
learners?

3. What are the learning difficulties that FD learnengounter during the problem-solving

process with the simulation?

Evidently, traditional statistical techniques canpivide the means for answering
these questions, and, thus, the issue becomeserltzita mining, and in particular the
sequence, association, and link analysis that wegdoyed here, can answer these questions

in informative and useful ways for the educatiadeahnology researchers.

Method
Participants
One hundred and fifteen freshmen from a teacheratotun department were
recruited to participate in the study. Studentseweitially screened based on their scores on
the Hidden Figures Test (HFT; French, Ekstrom, &#r1963). The HFT was used for

identifying students’ FD-I. The highest possiblerscon the HFT is 32 and the lowest zero.
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In accordance with other research studies (AutGben & Macredie, 2004; Daniels &
Moore, 2000; Khine, 1996), the cut-off points fbiststudy were set to two levels of FD-I,
namely FD and FI. Students who scored 18 or lowmethe HFT were classified as FD
learners, while students who scored 19 or highee wkassified as Fl. Of the 115 students,
45 of them were found to be Fl learners, and theameing 70 FD. Of the 115 participants, 94
(82%) were females, and 21 (18%) males. The avergg®f the participants was 17.86
years ED = .45). All students had basic computing skillst bo prior experience with

problem solving with simulations.

The simulation task

All research participants were asked to interath wiglass-box simulation that was
specifically developed for the purposes of thiglgtun order to solve a problem about
immigration policy. The researchers explained tghrticipants that nowadays a lot of
people move from one country to another in seafeéhbetter life for their children and
themselves. Students were given a scenario abopteoffom country A who wanted to
move to country B due to a high unemployment nateountry A. The students had to
interact with the simulation in order to test hypeges, and, decide about whether and under
what conditions country B could accept immigramtsif country A.

The underlying model of the glass-box simulatiodepicted in Figure 1. The model
shows how an increase in the number of births imtg A will cause an increase in the
population of country A. This, in turn, and provitiat not enough employment
opportunities are created in the interim to cohernew demands for employment in country
A, will eventually lead to an increase in the unégment rate of country A. In contrast, an
increase in the number of deaths in country A exkntually cause a decrease in the

unemployment rate of country A. In the case oframndase in the unemployment rate of
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country A, people from country A will eventuallyeseemployment in another country -
country B. A movement of people from country A taatry B will eventually cause an
increase in the unemployment rate of country Boiintry B does not create in the meantime
enough employment opportunities to cover the iregdalemand for employment. The model
shows how an increase in the number of businessamuntry B will cause a decrease in
country’s B unemployment rate, while a movemenrbuginesses from country B to A will
cause a decrease in country’s A unemployment batan the long run a possible increase in
country’s B unemployment rate. In total, the taalglated the phenomenon of immigration
using five independent variables, namely numbdainiis in country A, number of births in
country B, number of deaths in country A, numbed@dths in country B, and movement of
businesses from country B to country A. The stuslbiad to change the values of the
independent variables one at a time to observeftbets on the dependent variables in order
to decide, and, propose in writing if and under iduanditions country B could possibly

accept immigrants from country A.

---Insert Figure 1 about here---

When the learners run the model, the simulatioms@emeter for each dependent
and independent variable. As shown in Figure 2h @aeter displays the initial value of each
variable and the range of values it can take. Ahean time, the learner can change the
value of one independent variable at a time anérvlshow the meters of the affected
dependent variables change.

---Insert Figure 2 about here---

Resear ch instruments

Hidden Figures Test

10



The Hidden Figures Test (HFT) was administeredeterinine research participants’
field type (French, Ekstrom, & Price, 1963). Thstteonsists of two parts, and each part
contains 16 questions. The time allotted for answezach part is 12 minutes. The scores on
the HFT range from zero to 32. Basically, each ijoe®n the HFT presents five simple
geometric figures and a more complex one. Studeetmstructed to discover which one of
the five simpler figures is embedded in the monaglex one. According to Rittschof (2010),
the HFT is the most reliable and widely used testrieasuring FD/I. It is also highly
correlated with the Group Embedded Figures Trest.67 - .88), another popular test for

determining FD-I (Witkin, Oltman, Raskin, & Karp971).

Assessment rubric

A rubric that was inductively constructed was usedssess the quality of learners’
written answers to the immigration problem. Thersaprubric assessed three levels of
quality ranging from 1 (poor quality) to 3 (highality). The specific criteria for each level
are shown in Table 1. Two independent raters etedustudents’ answers to the immigration
problem, and Cohen's kappa was used to measureatetereliability. A satisfactory
interrater reliability ok = 0.87 was computed, while noted discrepanciesdsst the two

raters were resolved after discussion.

---Insert Table 1 about here---

Resear ch procedures
Research data were collected in three differersi@es. During the first 25-min
research session, the researchers administerétFthén order to determine learners’ field

type. In a follow-up 60-min session, the researsl@monstrated a glass-box simulation,
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different than the one that was used for collectesgarch data for this study, and, showed
how to use it in order to solve a problem. The st interacted with the simulation
individually in order to explore various problemhsng scenarios and learn how to control
variables. The researchers explicitly explaineddifferences between dependent and
independent variables, and, demonstrated how ceangke independent variables affected
the dependent variables. During the last 60-misisasthe researchers collected the data
that were used for the analyses of this study.rgutihe session, the participants interacted
with the glass-box simulation, observed, organized, interpreted the simulated outcomes

of the system for the purpose of solving the pnobéoout immigration policy.

Data structure and analysis

Students’ interactions with the simulation weretoagd into video files with River
Past Screen Recorder, a screen capturing soft&ach. video file had an average duration of
50 minutes and a size of about 4GB. A scheme wex fas coding learners’ interactions in a
log file, which took the form of a table with threelumns including Student_ID, Time, and
Action. Student_ID referred to students’ reseafzmuimber, Time denoted the start/end time
of an event, and Action described what the intesaatntailed in terms of a sequence of
computer actions. The total number of entries is tifible/log file, which constituted the data
for the data mining analysis, was 4570 entries.aR#igg the Action field in the data table,
the simulation afforded five computer actions tiat students could employ in order to
explore the relationships between all dependenirashebendent variables, as depicted in
Figure 1, in order to decide if and under what ¢omias country B could accept immigrants
from country A. The first action was about disptayall variables and the relationships
amongst them, as represented in the model shoigume 1. The second was about using

the test tools in order to run the simulation. Tiied was about opening the meter of each
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variable to change the values of the independardhblas while observing at the same time
the effects on the dependent variables. The fauathabout using the play button for running
the simulation, and, lastly, the stop button fapging the simulation. Thus, the following
computer interactions were cod@&lfor viewing all simulation variables and the
relationships between theifor accessing the test tools needed for a sinuidést;M for
opening the meter of each variald®for running/playing the simulation; ai®for
terminating/stopping the simulation. Additionaltile codedV1, IV2, IV3, IV4, andIV5 were
used for denoting the five independent variables.

A sequence, association, and link analysis (Nidbleer, & Miner, 2009) was used in
order to identify unique differences between thedfld Fl learners. Specifically, the
sequence, association, and link analysis was wsezkfracting association rules in order to
determine which simulation actions were closelyasded together. The technique was also
used for extracting an immediate subsequent agii@n a previous one, and for mining
patterns of interaction between individuals of eliéint field types and computer actions. In
association rules mining, relationships and pastane expressed in the form of an

association rule

If A then (likely)C

Each rule includes aantecedenfA) and aconsequen{C). This can be understood as
“IF A then C.” Rules may contain single or multigletecedents and consequents, such as
“IF A and B, then C.” The importance of a rule et@rmined through critical measurements:
support confidenceandlift (Tan, Kuman, & Srivastava, 2004). The extent tacWihe
antecedent(s) and consequent(s) occur simultanemusle dataset is indicated through
support The extent to which the consequent(s) occur{g@rgthe antecedent(s) is indicated

throughconfidenceThe correlation between the antecedent(s) ansecuent(s) is indicated
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throughlift. For the two sequence, association, and link aealyhat were performed, the
minimum support was set to 0.55 and the confidéene to 0.95.

The authors employed Statistica Data Miner for cmtidg the sequence, association,
and link analyses. While we experimented with a benof other data mining tools, we
ended up using Statistica, because compared tototble we found it easier to use in
preparing the data for mining, as well as easientegrate with the R programming
environment. Statistica Sequence, Association LamkAnalysis is an implementation of
several advanced techniques designed for minireg fubm datasets that are generally
described as “market-baskets”. The “market-baskettaphor assumes that customers buy
products either in a single transaction or in aisege of transactions. A transaction relates
with a subsequent purchase of a product or prodjnen a previous buy. For example, a
purchase of flashlights usually coincides with achase of batteries in the same basket. In
education, the “market-basket” metaphor can bel@gpd situations where individuals
engage in different actions during learning withess or with a computer system. The
analysis reveals items in a dataset that occuthegextracting patterns and associations

between individuals and actions.

Results and discussion

The quality of FD learners’ answers to the immigmaproblem was found to be 1.43
(SD=.63), while the quality of FI learners’ answergs found to be 2.16D = .75). The
time that FD and Fl learners spent with the simoitatvas also measured and no significant
differences were found between the two groups dfgiaants. The large mean difference in
the quality of FD and FI learners’ answers wadterrinvestigated using a one-way analysis
of variance (ANOVA), and was found to be statidticaignificant,F (1, 114) = 12.06p <

0.05,n2= 0.17, in favour of the FI learners.
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In order to further investigate how FD and FI leaminteracted with the simulation
in order to solve the problem, a separate sequasseciation, and link analysis was carried
out for each group of FD and FI learners. The aue® of the sequence, association, and link
analysis for the FD learners are shown in Tablasd®3, and for the FI learners in Tables 4
and 5.

According to Table 2, FD learners failed to engiageystematic hypotheses testing
with the simulation in order to collect data andgwse a solution to the problem. This is
easily confirmed by the lack of association rukgated to controlling the variables IV3, V4,
and IV5, and, the very limited activity about calling the variables IV1 and IV2. As shown
in Table 2, IV1 and IV2 were the only independeartiables that FD learners controlled,
ignoring the effects of the other three independantbles on the dependent variables.
Interestingly, as it is shown in Table 3, whichsidhe frequencies of each rule for the FD
learners, the rules associated with controlling &gpear 46 times, and for IV2 39 times,
indicating a significant lack of activity relatea the control of the independent variables if
one considers the fact that there were 70 FD leauperticipating in the study. This implies
that not all FD learners were able to control INV1\&2, and none was able to control all five
independent variables. This, subsequently, ledchéavars of poor quality. In addition, FD
learners’ computer interactions appeared to beitepes of the same sequences or slightly
different sequences of incomplete actions thandtdallow the FD learners to collect useful
data for solving the problem. These actions in@i¢dd learners’ uncertainty of what they
needed to do to test the model, as well as lagkoivledge in regards to controlling
variables and testing hypotheses. All in all, teeogiation rules in Table 2 and Table 3 reveal
FD learners’ weakness to adequately investigaterh@gration problem with the glass-box

simulation.
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---Insert Table 2 about here---

---Insert Table 3 about here---

In contrast with the rules shown in Table 2, tHesun Table 4 showed that the FlI
learners interacted with the simulation in a systenway that led to successful
interpretations of the simulated outcomes and plexvianswers of high quality. According to
the rules shown in Table 4, the Fl learners folldwa# necessary steps in order to properly
control all five independent variables, collectajatnd form conclusions. What is more,
according to Table 4, Fl learners also engagedtinregs demonstrating attempts for
examining the effects of several combinations gftavro or three independent variables.
These actions illustrate Fl learners’ ability tampimore advanced experimental
investigations. Additionally, as it is shown in Tay, which shows the frequencies of each
rule for the Fl learners, the rules associated watttrolling the independent variables appear
45 times for each independent variable and 30 tiioresny combination of independent
variables. These data show significant differerbmgeen the FD and Fl learners in regards

to their investigations with the glass-box simwati

---Insert Table 4 about here---

---Insert Table 5 about here---

Conclusionsfrom study 1

The results from the first study showed that thel€ddners were not able to use the
simulation in appropriate ways to control variablasllect useful data, and form appropriate
conclusions. Obviously, the FD learners did notecayell with the complexity of the task and

failed to develop a step-by-step strategy for swj\the problem. In contrast, the Fl learners
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handled successfully the complexity of the probkostving space, carefully examined the
effects of each independent variable on the depegn@eiables, and decided accordingly.
The frequencies of the rules as shown in Tablesd®barevealed important differences
between the two types of learners in terms of Hway interacted with the simulation to
investigate the problem at hand. All in all, the ERrners failed to collect useful data with
the simulation, as the rules in Table 2 strongtiaated, and thereafter, failed to write an
informed answer in regards to the immigration peablgiven to them.

In the context of the first study, data mining pd®d the means through which the
authors understood better how learners with diffecegnitive types interacted with the
simulation to solve the problem. In essence, aasioairules mining was found to be a useful
method for obtaining reliable data about learnes® of the software and their performance
with it. This constitutes a significant departurenfi current software evaluation approaches
that tend to be more or less normative in natuthe often rely on questionnaire data that
are subjective, non-reliable, and disconnected fleaming behaviors and outcomes (Surry,
1998; Bangert-Drowns, 2002; Bayram & Nous, 200#)addition, oftentimes, software
evaluation is carried out to serve the needs obtganization and its administrators and not
necessarily the needs of the individual learngiis, however, important to evaluate students’
learning with educational software, and, thuseitdimes imperative for researchers to
develop new techniques for evaluating educatioof@hare.

From an educational viewpoint, data mining in stadgyovided the authors with
formative evaluation evidence to improve the leagrdesign of the simulation. However, as
the sequence, association, and link analysis dotesfifer specific recommendations in terms
of what actions can be taken or need to be takengoove the learning design of a system,
the instructional designer has to decide what naatibns to implement in order to facilitate

learners’ investigations with the software. Aftenoand of revisions and modifications, the
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instructional designer can employ data mining agaian iterative methodology of testing
and improving the system. This methodology const#an advancement over traditional
formative evaluation methods, as it provides datacual student performance that can be
used to guide software changes and modificationfaflitating in better ways students’
learning with the software. In the first study,alatining can offer possible approaches to the
optimization of the design and implementation & thvised simulation in terms of its use by
learners and how they learn from it. It is, howewaperative after such an exploratory
exercise, that specific hypotheses are proposedah further design and assessment cycle.
In this way, specifically targeted data (i.e., daésed on insights gained from the mining and
analytics specifically implemented in the new dedig determine the predictive value of the
hypothesis in the environment) are then mined awadlyaed. In this study, the data that need
to be collected should be directly related to #etdrs underlying FD-I. For example, the
results of such research can be used to desigmngaanalytics for remediating FD learners’
cognitive deficits during learning with simulatioisearning analytics when applied to
underlying factors such g@&rceptual affordancesf the environment anglatterns of

learning of learners in the environment can be used taucaplifferences in how learners use
and navigate in a simulation, and, as such prgwiddictions as to effective just-in-time
support within the simulation.

From a data mining perspective, the associatiaqyesece, and link analysis produced
and showed hundreds of association rules in atimadi text format. Making sense of these
results was a demanding task and could be a dguatsk for educational researchers who
might not have previous experiences with data nginiim addressing this problem, Romero
and Ventura (2013) suggested to integrate recomenesydtems in data mining tools to

display results, information, explanations, comragahd recommendations to the non-expert
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user in data miningThus, instead of showing the obtained DM modéeistaof suggestions
or conclusions about the results and how to appyrt are shown to the usé(p. 21).

In summary, based on the results of the first sttltyydesign and evaluation of
educational systems can benefit from integratirtg daning tools in them so that through
decision support systems, wizard tools, and recamdaten engines the learning design of

the systems can be improved.

Study 2

Theoretical framework and resear ch questions

In the second study, the authors conducted a greimpnexploratory examination of
important technology integration factors and thelation to learning. In education, a
common misconception is that young people are denfiusers of digital technologies, and
that use of digital technologies leads to posikaning outcomes (Author; Margaryan,
Littlejohn, & Vojt, 2011; Selwyn, 2009; ThompsorQ13). However, research has shown that
many students are, in fact, not confident with gsacthnology (e.g., Wang, Hsu, Campbell,
Coster, & Longhurst, 2014; Warschauer & Matuchnizkl0), which suggests a more varied
range of student experiences in technology-integriarning and a more complex
relationship with student performance. If differena perceptions of learning between
teachers and students is too large, there is afistudents becoming unengaged and
unmotivated to learn (Vermunt & Verloop, 1999). Tdfere, a better understanding of
student experiences in using digital technologesl, what this means for learning, is needed
to develop more effective and inclusive learningiemmments (Konings, Seidel, & van
Merriénboer, 2014, Li, 2007; Pellas, 2014; SkryaHinang, Liu, & Zhang, 2015).

In essence, the second study directly addressesthplexity of technology

integration, which according to Borko, Whitcombgddnston (2009), has proven to be a
19



“wicked” problem for educational research. Onelha& teasons for this is becausederly
processes in creating human judgment and intuigai people to wrong decisions when
faced with complex and highly interacting syste(Rsrrester, 1971, p. 52). Primarily, it is
nearly impossible for the human mind to fully copicelize complex systems, such as,
teaching and learning, and to fully understand dyinaelations and feedback among
constituent parts (Author). Data mining technigoas be used to draw new insights into the
important relations and interactions among knownfketors of technology integration from
school questionnaire data. This is a novel approagkhis type of data can be difficult to use,
because it tends to be inconsistent, incompletthaterogeneous, particularly, free texts,
and varied personal perceptions of questions pasiagge of issues for EDM. The
knowledge discovery approach of data mining tealesqgs able to account for numerous
factors and complex systems (Fayyad, PiatestskypBba& Smyth, 1996; Papamitsiou &
Economides, 2014), and findings from these newagygtres can inform and extend the
existing body of knowledge (Baker, 2010).

In this study, the authors argue that student&diht reported experiences in
technology-integrated learning environments usiaig @nining approaches can inform new
factors affecting learning performance in novel sualhe study was undertaken to examine
which factors of students’ technology integratisach as positive and negative engagement,
and high and low confidence in using digital tedogaes, were meaningfully related to
learning outcomes. In particular, eight key factfrgigital technology use, engagement with
digital technologies, school engagement, and natiassessments were explored. The
analysis focused on two groups of factors includiffgrmation and Communication
Technologies (ICTs) Engagement, Computer-Efficacygl School Engagement, in relation to
aggregated school-level performance on numeracyitanacy assessments. The specific

research questions were stated as follows:
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1. What are the different patterns occurring amiaegfactors related to students’
experiences in technology integration?

2. How do these patterns relate to learning outs@me

Method
Data sour ces

The datasets used in this analysis were taken &réarge-scale study examining the
Australian Digital Education Revolution in New Sbhiwales (DER-NSW), and from the
Australian National Assessment Program LiteracyMacheracy (NAPLAN) assessments.
The DER-NSW was a federal program (2008-2014) ajntorprovide all secondary (Years
9-12) students and teachers with current and wgate-digital technologies (Department of
Education Employment and Workplace Relations, 20ib2New South Wales (NSW), the
program was evaluated over four years (2010-2048ugh online questionnaires and school
case studies. A full description of the study carfdund in Author (2013). The DER-NSW
study included all government secondary schoolssadhe stateN(= 436). The analysis
presented in this paper is drawn from the 2012 ¥estudent questionnaire data. Of the
approximately 50,000 Year 9 students in NSW govemirschools, 21,795 (43%) students
completed a two-part questionnaire in 2012; 12 &dé8ents completed Part A, and, 8,817
students completed Part B. Responses to Part B afuestionnaire were included in the
current analysis. These data included students #b8nMNSW secondary schools.

The Australian NAPLAN assessment is administerestddents each year, in school
Years 3, 5, 7, and 9. The aim of the assessmémtést the types of skills that are essential
for every child to progress through school and(National Assessment Program, 2013). In
each year, students’ performances on readingngrispelling, grammar, punctuation, and

numeracy are measured. In alternating years, sohuls have also been assessed on civics
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and citizenship, ICTs, and science literacy. Theseide a national “snapshot” of
performance in these areas. Tests are adminidbgredch state at individual schools using
national protocols. Test results at the schoolllaxe made publicly available through the
mySchool.com website. For the current study, Repdimd Numeracy scores for 195 of
schools participating in the Year 9 2012 Studemt Bajuestionnaire were included in the

analysis.

Data structure and analysis

The DER-NSW Student questionnaire B was adminidter2012 and comprised a
total of 147 question items covering five main siahss: School Engagement, Computer Use,
Your Learning, Your Subjects, and Your IntentiofiBe School Engagement subscale was
adapted from the NSW DEC Student School Life Suf88L-SSL), which provided the
department with student feedback on schools. ThgrBm for International Student
Assessment (PISA) ICT use and familiarity measQieD, 2006) was used as the basis for
the Computer Use subscale. Iltems on frequencysfashfidence (computer-efficacy) in
performing tasks using a computer, such as intesgatches and data manipulation, were
included. The Your Learning subscale addressingdestis’ learning preferences was adapted
from the NSW SchoolMap Best Practices StatemengpdDment of Education and Training,
2002). Your Subjects addressed students’ perceptibauccess in different subject areas
(Lamont & Maton, 2010). Your Intentions was a statddepartment measure considering
students’ intentions to leave school early, begiwork, or post-school study after
graduation. The questionnaire was pilot testedidO2at three schools and was revised. The
reliability of the questionnaire was found to bghfor each subscale, ranging from

Cronbach’s alpha .83 to .93.
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In regards to data mining techniques, the curremtyscombined the well-proven
association rules analysis and fuzzy represen@atmanswer the research questions. Fuzzy
representation techniques aim to describe uncégsim concepts and perceptions using
fuzzy set theory. Combining association rules assalwith fuzzy representations allows for
addressing increased sensitivity to variation anqmangicipants’ responses. An example of
this is the use of the standard Likert-type iterfinstyongly agree,” “agree,” “disagree,” and
“strongly disagree,” as responses. These respaaseest contain a clear boundary of
semantic meaning and can be interpreted differdmntlgifferent participants. Therefore, each
response represents a range of vagueness. A famegt can be expressed by a fuzzy set to
cover possible semantic vagueness in a responien wihich each semantic has a value
(called membership degree) to indicate to whatrextean be described using the fuzzy
concept. For example, we can describe a studaataihg performance as “Sound” or
“Excellent” based on his or her NAPLAN score. Héf@pund” or “Excellent” are fuzzy
concepts defined on NAPLAN scores. Given a NAPLANrs, say 560, we can determine,
for example, 0.8 to “Sound” and “0.4” to “Excellénthus, the use of fuzzy representations
allows us to have a better understanding of thiecteld data and have a tool to handle
vagueness in these data.

Specifically, the analysis comprised of three ngata mining steps: (a) factor
generation, (b) fuzzy representation, and (c) aason rule mining (already explained in
study 1). The first step focused on generatingofaatelated to students’ engagement,
performance, and, ICT efficacy. This was the preadsdentifying key questions from the
dataset and construct factors from them. Eight rfeaitors from the questionnaire, covering
16 sub-factors, were constructed: Computer-Effiq@cgub-factors), ICT Engagement (3
sub-factors), Learning Preferences (3 sub-factaesgrning Beliefs (3 sub-factors), ICT and

Learning Performance (1 sub-factor), School Engagerfl sub-factor), Teacher Directed
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ICT Use Frequency (1 sub-factor), and ICT ImporgamcSubject Areas (1 sub-factor). The
eight main factors and the two NAPLAN factors (Nuawy and Reading) are shown in
Table 6.

In the second step, raw responses of all factors vescored to create a fuzzy
representation. For the questionnaire data, theyftepresentation was conducted at the
individual level and then aggregated to a schoadllen order to match the NAPLAN data,
which are only available at the school level. la gnocess of constructing fuzzy
representations, numeric data and categoricalvdata processed in different ways. If a
factor was measured using numeric data, the mediare of all individual students in a
school was used as the school-level value of tHwof. If a factor was described as
categorical data, the mode value of all individstaldents in the same school was used as the
school-level value of that factor. The Year 9 2@i2stionnaire and Year 9 2012 NAPLAN
datasets were linked by a national school code.

An example of a fuzzy representation is definingfilezy concept “frequent user” of

h
ICT technology in teaching gequent user (h) = {5’ h<3 where h is the participant’s

1, h=3
hours of ICT use in a day. The more time a usendpen ICT use, the higher the
membership degree. Hence, a user who spends onédityuon using ICT in teaching will
be treated as a “less frequent” user with a merhipdegree of 0.33. Similarly, we can

categorize a user as “less frequent user,” “frequser,” and “much frequent user.”

In the final step, the dataset was split into tltamsets, i.e., all schools (Dataset 1),
schools with positive ICT engagement (Dataset &), schools with negative ICT
engagement (Dataset 3). Students’ engagement @itiwhas identified as a motivating factor

in teachers’ use of digital technologies (Ertmette@breit-Leftwich, Sadik, Sendurur, &

Sendurur, 2010). An association rules analysisesasiucted on the three datasets to identify
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where potential significant associations amongofigcexisted. In a significant association,
the antecedent factor is likely to have an effectie consequent. Tlagriori algorithm in R
was used to implement the association rule minmeyaadjustable parameters (support
degree, confidence degree, and lift) were set anel Rules from the three datasets were
converted to airected graphin which each factor from the antecedent setthad
consequent set was associated witlodein the graph. The stronger the connection, the

thicker the arrow line in the graph.

---Insert Table 6 about here---

Results and discussion

Through association rules analysis, the factorsviieae found to be important in both
the positive and negative ICT Engagement datasetsedated to students’ computer use and
beliefs were selected for further examination. €hgere five ICT Engagement sub-factors
with four measurementfCT Engagement Positive, Hidh); ICT Engagement Positive,
Medium(2); ICT Engagement Positive, Ld®); ICT Engagement Neutréd); ICT
Engagement Negative, High). In more analytical term&T Engagement Positive, High
represented schools with students wlgoeed(Positive) with most engagement statements,
and that agreement wagsong(High). There were six Computer-efficacy facta@®mputer-
efficacy Productivity, No knowledg@); Computer-efficacy Productivity, Lo{¥); Computer-
efficacy Processing, No knowled@); Computer-efficacy Processing, L¢®); Computer-
efficacy Creating, No knowled@&0); Computer-efficacy Creating, Lo(@1). Computer-
efficacy factors described three types of incragiginomplex computer-based tasks:
Productivity (e.g., email, editing a document, eteérocessing (e.g., making a simple

presentation), and Creating (e.g., making a webhp&gperes were classified as: “No
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knowledge”, Low, Medium, and High efficac§omputer-efficacy Productivity, No
Knowledgeepresented those students who sel€ttédn’t know what this means{No
Knowledge) on most of theroductivitytasks. A “Low” label represented students who
understood most of the tasks, but needed helprforpethem. A portion of students did
report Medium and High computer-efficacy on alkethtask types, but, rules containing these
factors were not important in either dataset. Theree three School Engagement factors,
School Engagement, Negati{d), Neutral (13), andPositive(14). NAPLAN Reading,
Medium(15) andNumeracy, Mediur{iL6) were important in the datasets. The two factor
were categorized into three levels: Low, Mediung &gh, based on the schools’ mean
scores on each assessment.

The two directed graphs show the resulting pattefmales for positive ICT
Engagement (Dataset 2; see Figure 3) and neg&@liv&hgagement (Dataset 3; see Figure
4). The two graphs demonstrate how different pasterf factors that affected Reading and

Numeracy have resulted depending on students’ emgaigt with ICTs.

---Insert Figure 3 about here---

In Figure 3, nine factors were important, formirgriules and two clusters with
Reading (Literacy) and Numeracy at the center ofieAn association did not exist between
Reading (15) and Numeracy (16). All technology gim&tion factors exhibited similar
strengths in their associations with Reading anch&hacy, which suggests similar effects of
those factors on learning performance in this grémyportantly, all of the computer-efficacy
factors weréNo knowledgé€6, 8, and 10). This suggests that the most freityueccurring

rules were among schools where students were yositiout using ICTs, but, with limited
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knowledge on how to actually perform different sskchool Engagement, Negatiiie)

also appeared as an important factor in this datase

---Insert Figure 4 about here---

In Figure 4, nine factors were also important, fiorgnl4 rules and two clusters with
Reading (16) and Numeracy (15) at the center di.daeading and Numeracy were also
associated with each other. However, there wererakkey differences in patterns resulting
from the two datasets. First, unlike positive IGigagement, not all technology integration
factors were equally related to Reading and Nunyeiathin this group, for the subset of
students reporting positiM€T Engagement (1-3), it was likely to have a sgrameffect on
Reading and Numeracy than other factors (6, 8,1@dSecond, an important Computer-
efficacy factor in this dataset wh® Knowledge This suggests, that, similar to the positive
group, the most frequently occurring rules were magngchools where students were negative
about using ICTs and did not feel confident abbetrtknowledge to perform different
computer-related taskSchool Engagement, Negatidiel not appear in the negative ICT
engagement dataset, but theutral (13) factor did. This suggests that there is aigraf
students with a strong association between fe@lagatively about using ICTs in school, but,

more positive about school.

Conclusions from study 2

The results from conducting association rules amsgn questionnaire data provided
a view of different patterns of technology integratbetween student groups that highlighted
the complexity of technology integration in schodler the positive ICT engagement

schools, it may be important to further addresdsbee of negative school engagement to
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understand how it affects their learning, andmaitiely, performance. For the negative ICT
engagement group, it may be necessary to examigiestuents reporting positive ICT
engagement are different from the rest of the . If this group performs better, it may
provide justification to address students’ ICT eygyaent through learning design.

Extending this analysis, individual schools coudddxamined to personalize
important factors for students in their own popolas. Research has used data mining results
to personalize teaching and learning for individu&lin et al., 2013), but, the same can be
done for groups. In this discussion, results hénoeve differences between two groups,
which could extend to recommendations for addrgssnportant factors in those
populations. This could be a useful approach fopets when engaging in technology-
related change initiatives to determine where tu$oresources and inform choices about
additional technology, teacher and student supporticulum design, etc. In line with other
studies of student data, this approach can pravidieeper understanding of student
experiences (e.g., Abdous et al., 2012), and satwdkxt.

In addition, results from processing student qoesiaire data can then be used to
design learning analytics. Learning analytics agppsrt exploration of the complexity of
students’ experiences in technology integrationtagld identify key points of interaction and
effects. Over time, additional questionnaire data lse added to track how students’
experiences may change over time. This can alsormlearning design, as many teachers
continue to struggle with identifying how technojagse may improve learning (Perrotta,
2013). For example, in the current analysis, it Wastified that students’ ICT engagement
was more likely to have an effect on standardieststperformance than on computer
efficacy. Teachers may adjust their learning desigiocus on creating engaging tasks rather

than up-skilling students. In the negative group, results show that computer-efficacy about
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Processing tasks had an effect on students’ pedioce This type of result can help narrow
decision-making when teachers design learning tasks

Further, more objective data can be gleaned franetivironment itself with respect
to its use and learners’ development within tharemment. Information gained from
keystrokes and mouse moves, for example, can halptermining key interactions between
the learner and the environment. Also, physioldgima@asures such as electrodermal activity
(skin conductivity) and heart rate can more obyetyi determine factors such as the extent of
engagement (Ali, Hatala, Gasévdovanow, 2012; Howard-Jones & Demetriou, 2009; Rani,
Sarkar, Liu, 2006).

All'in all, in study 2, EDM provided a way to indixely explore questionnaire data
to look for unique patterns and trends, which mayehotherwise been invisible or neglected
(Romero et al., 2010). The use of fuzzy represiEmsito explore perceptions and
“agreement” allowed for a more nuanced examinatioimese factors through the creation of
categories, such as high, medium, and low, progidimvider range of options for
associations. While this method exponentially iases the number of factors being
analyzed, which can be problematic in traditiordraaches, it is easily handled in data
mining. Importantly, in this study, data mining h@eques contributed significantly in
answering the research questions through the faetiton of distinctly different patterns
among the groups, which allowed the complexityitiecent learning environments to be
observed. As a result, both researchers and tesaaloerd be able to leverage findings to
better understand some of the complex effectsgfalitechnologies on learning and inform

learning design.
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General discussion and concluding remarks

In this paper, the contribution of EDM for educaabtechnology classroom research
has been examined within the context of two studhdls different types of datasets and
purposes. The first study, which made use of vidkga converted first into log-file data
before mining, investigated EDM as a potentialwafe evaluation method for improving
the design of a stand-alone simulation tool to belearners’ needs. The second study,
which made use of questionnaire data, investigai@dl as a method for providing detailed
student data for informing school-based technolatggration initiatives.

The first study provides a good example of how E&# be used to advance
educational software evaluation practices in thklfof educational technology. The
employment of association rules mining in this aesk study provided the authors with (a)
reliable data about how learners with differentratge types interacted with a simulation to
solve a problem, and, (b) insights about how legy@inalytics can be designed and
incorporated in the learning design of the simalatDue to the fact that in this study the
association rules mining method produced an enaosrbody of complicated output —
something that can easily discourage educatiosabrehers from employing data mining
tools and methods in their research — the aute@m@smnmend that educational data mining
tools employ alternative ways of reporting restdteducational researchers.

The second study provides a good example of howatidunal technologists can use
EDM for guiding and monitoring school-based tecloggtintegration efforts. Taking into
consideration the complexity of such efforts (Bogtal., 2009), the results of the second
study showed that EDM was quite useful for exangraamplex interactions and relations
among key factors affecting technology integratMnat is more, the second study made use
of questionnaire data, something uncommon for ED&hmds due to the nature of this type

of data as it tends to be incomplete and incondiste
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Concisely, based on the findings of the two studissussed here, EDM can make a
significant contribution to educational technolaggssroom research in terms of providing
educational researchers with the tools to studyimpdove learning design. However, we
concur with Hung and Zhang (2008) and Merceron¥ackf (2005) that data mining
techniques and tools are not educator-friendlycBipally, based on the results of the two
studies, the employment of data mining in educalioesearch raises some issues of concern.
The authors, based on their experiences as distussaudy 1 and study 2, group these
issues into two main areas: (a) the structure aganization of the data for mining, and (b)
the appropriateness of data mining techniques.

In regards to data structure and organization, &thutal datasets often contain self-
reported data (e.g., study 2). Much of these dataisually collected through questionnaires,
which often include a range of different types oésgtions with subjective answers. This
issue becomes more complex when different forntatd, such as video (e.g., study 1) and
audio are introduced into the analysis. For datangi these different data types need to be
processed into a unified form that can be useddta mining. However, as current data
mining techniques are not specifically developaduge with educational datasets, the
preparation of classroom data for mining is oftenelmanually by the researcher. This can
be a difficult and extremely time-consuming tasitty prone, at the same time, to human
error. Thus, it may be useful to consider incorpingadata mining tools in educational
software and systems to facilitate the preparadiwhintegration of various types of data for
mining.

In regards to the second issue about selectingppppte data mining techniques, the
authors found it useful to experiment first witlffelient techniques using different software
tools before making a final decision. This was dbaeause general-purpose data mining

techniques are not specifically designed to an®alacational questions, and, thus, may not
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always produce meaningful results with a specificaational dataset. For example, a high
performance data mining technique used on one etatzesy be inappropriate for another.
One strategy the authors adopted for addressiagvids to test and compare results from
different data mining techniques before decidinglentechniques to use.

In sum, the authors herein recognize the addec\aldata mining techniques in
opening up new ways of looking at and analyzingsrleom data, and recognize at the same
time the difficulty for the educational researchersearn how to employ these techniques in
their own research. Thus, for data mining to becama-stream in educational technology
research, efforts need to be invested in developavgtools and techniques or refining
existing techniques to meet in better ways the sieé@ducational researchers. These efforts
may require broad and sustained collaboration amesggprchers from various and multiple
disciplines.

Finally, the authors recognize the importance ¢é-gaivacy issues in data mining.

As more and more learners provide personal infaondb free and accessible online
learning systems, their privacy may possibly besktif intrusion or use of personal data can
impact their life in negative ways (Clifton, Kantaxglu, Vaidya, Lin, & Zhu, 2002). Despite
the fact that currently issues related to datagasnare far from being settled, it is
acknowledged that data-privacy issues have beearmfern to the data-mining research
community and that a considerable number of datengiresearchers have proposed ways of
how data mining procedures can be redefined inracdpreserve data privacy (e.g.,
Verykios, Elmagarmid, Bertino, Saygin, & Dasseri02; Verykios, Bertino, Fovino,
Provenza, Saygin, & Theodoridis, 2004; Agrawal &&nt, 2000; Nethravathi, Desali,
Shenoy, Indiramma, & Venugopal, 2016; Ifenthalefi&cey, 2016). What is more, as
Verykios, Elmagarmid, et al. (2004) statenh, 6rder to make a publicly available system

secure, we must ensure not only that private Seasiata have been trimmed out, but also to
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make sure that certain inference channels have bexmked as wéll(p. 45). For example, if
an association rules mining tool shows that FDdls® associated with difficulties in
understanding literacy texts, then a teacher magktyuand wrongly infer that a learner with
problems in literacy is FD. Making this inferensadiangerous and can lead to the application
of inappropriate remediation techniques, becauséetrner’s difficulty to understand

literacy texts may be related to other conditiomd aot FD-I.

Within the context of data mining for educationtadprivacy issues should be
considered having in mind that educational reseascare interested in performing data
mining analyses for (a) collecting data from orgadi groups of students in order to improve
the design of learning systems, and (b) identifyimgse learners who face difficulties in
order to help them on an individual basis. In ingt Case, it is possible to preserve students’
anonymity through some form of data perturbatian, m the second case, the issue appears
to be more complex as the aim is to access endudbrg data in order to provide a
personalized remediation plan.

In conclusion, the issue of data privacy and ptaieds complicated and any
research efforts devoted toward this directionfalfg warranted. It is worth noting that the
challenge for the educational data mining reseaiishte find ways of how to protect
learners’ data on the one hand, while allowingth@nother hand, enough leeway for the
educational researcher to use personal data im twrdhelp learners on an individual basis

and in personalized ways.
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10. {s.efficacy.creating=N}

8. {s.efficacy.processing=N}

5. {s.engagement.negative=H}

15. {f.Reading=M}
4. {s.engagement=neutral}

16. {f. Numeracy=M}

1. {s.engagement.positive=H}

6. {s.efficacy.productivity=N}

12. {s.school.engagement=negative}

Figure 3. Positive ICT engagement
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13. {s.school.engagement=neutral}

8. {s.efficacy.processing=N}

3. {s.engagement.positive=L}

16. {f.Numeracy=M}
2. {s.engagement.positive=M}

15. {f.Reading=M}

6. {s.efficacy.productivity=N}

1. {s.engagement.positive=H}

10. {s.efficacy.creating=N}

Figure 4. Negative ICT engagement
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Table 1. Rubric for assessing the quality of leesn@nswers

3 - High

a. The learner’'s answer is based on a correct intexwa of the simulated outcomes.

b. The learner’'s answer takes into consideration pnascons of different possible
answers.

c. The learner’'s answer takes into consideration ptstong-term effects.

2 - Medium

a. The learner’'s answer is based on a correct intewa of the simulated outcomes.

b. The learner’'s answer takes into consideration pnascons of different possible
answers.

c. The learner's answer does not take into considergtossible long-term effects.

1 - Poor

a. The learner’s answer is not based on a correafir@gtion of the simulated
outcomes.

b. The learner’'s answer does not take into consiaeraiios and cons of different
possible answers.

c. The learner's answer does not take into considergtossible long-term effects.

46



Table 2. Sequential rules for the FD learners

Antecedent ==> Consequent  Antecedent ==> Consequent
1.(B), (B) ==> (M 7.(B).B).M.(P) ==> (S)
2. (B), (B) => (M) 8. (B), (B) ==> M. (S)
3.(B), (B) ==> (P) 9. (B). (B) ==> (M), (P)
4.(8),(B), (M) => M) 10. (B), (B), (M), (P) ==> (S)
?MgB), B|). M, => () 11. (B) ==> (M), (P)
6.(B).B).(T) ==> (P) 12. (B), (T), (M) ==> (PIV2)

13. (B), (T), (M) ==> (P), (IV1)

Note: B: BUILD; T: TEST; M: METER; P: PLAY; S: STQPV1 = Country A-Number of
births; IV2 = Country B-Movement of businesses.
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Table 3. Frequent sequences of rules for the Fibdes

Frequent Sequences Frequency
(B)(B)(T) 70,00
(B).(B)(M) 70,00
(B)(B)(P) 70,00
(B)(B)(T)(M) 70,00
(B)(B)(T) (P) 70,00
(B)(B)(T)(M)(S) 70,00
(B)L(T)(P) 70,00
(B)(B)(T)(P)(S) 70,00
(B)(B)(T)(S) 70,00
(B)(B)(M)(P) 70,00
(B)(B)(M)(P)(S) 70,00
(B),(T)(M) (P) (V1) 46,00
(B).(T) (M) (P) (IV2) 39,00

Note: B: BUILD; T: TEST; M: METER; S: STOP; P: PLAYV1 = Country A-Number of

births; IV2 = Country B-Movement of businesses.
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Table 4. Sequential rules for the FI learners

Antecedent => Consequent Antecedent ==> Consequent

1. (B), (T), (M), (P) ==> (IV1) 13. (B), (T), (M), (P), ==> (IV2), (IV3)
(IV1)

2.(B), (1), (M), (P) ==> (V2 (1(\1/-2)(8), (M, (M), (P), ==> (IV3)

3.(B), (T), (M), (P) ==>  (IV3) 15. (B), (M), (M), (P), ==> (IV2), (IV4)
(IV1)

4. (B), (T), (M), (P) ==>  (IvV4) 16. (B), (1), (M), (P), ==> (IV4)
(IV1), (IV3)

5. (B), (T), (M), (P) ==>  (IV5) 17. (B), (M), (M), (P), ==> (IV2), (IV5)
(IV1)

6. (B), (T), (M), (P) ==>  (IV1),(IvV2) 18. (B), (T), (M), (P), ==> (IV5)
(IV1), (IV3)

7. (B), (M, M), (P), ==>  (IV5) 19. (B), (M), (M), (P), ==> (IV4), (IV5)

(IV1) (IV1)

8. (B), (T), (M), (P) ==>  (IV1),(IvV3)  20. (B), (T), (M), (P), ==> (IV5)
(IvV4)

9. (B), (M), M), (P), ==> (IV2),(IV5) 21. (B), (T), (M), (P), ==> (IV5)

(IV1) (IV2)

10. (B), (T), (M) (P) ==> (IV1), (Iv4) 22. (B), (T), (M), (P), ==> (IV4)
(IV3)

11. (B), (T), (M), (P) ==> (IV1), (Iv5) 23. (B), (1), (M), ==> (IV5)
(P),(IV3)

12. (B), (T), (M), (P) ==> (IV2), (IV4)

Note: B: BUILD; T: TEST; M: METER,; P: PLAY; IV1 = Guntry A-Number of births; V2
= Country B-Movement of businesses; IV3 = CountyNAmber of deaths; IV4 = Country
B-Number of births; IV5 = Country B-Number of desth
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Table 5. Frequent sequences of rules for the Fhéza

Frequent sequences Frequency
(B).,(T), (M), (P), (IV1) 45,0(
(B),(T), (M), (P), (IV2) 45,0(
(B),(T), (M), (P),(IV3) 45,0(
(B),(T), (M), (P), (Iv4) 45,0(
(B),(T), (M), (P),(IV5) 45,0(
(B),(T), (M), (P),(IV1), (IV2) 30,0(
(B),(T), (M), (P),(IV1), (IV3) 30,0(
(B),(T), (M), (P),(IV1), (IV4) 30,0(
(B),(T), (M), (P),(IV1), (IV5) 30,0(
(B), (T), (M), (P),(IV2), (IV3) 30,0(
(B), (T), (M), (P), (IV2), (IV4) 30,0(
(B),(T), (M), (P),(IV2), (IV5) 30,0(
(B),(T), (M), (P), (IV3),(IV4) 30,0(
(B),(T), (M), (P), (IV3), (IV5) 30,0(
(B),(T), (M), (P),(IV4), (IV5) 30,0(

(B),(T), (M), (P),(IV1), (Iv2), (V3 30,0(
(B), (T), (M), (P),(IV1), (IvV2), (1V4 30,0(
(B), (T), (M), (P),(IvV1),(Iv2), (V5 30,0(
(B), (T), (M), (P),(IvV1), (IV3), (V4 30,0(
(B), (T), (M), (P),(IV1), (IV3), (V5 30,0(
(B), (T), (M), (P),(IvV1), (Iv4), (IvV§ 30,0(

Note: B: BUILD; T: TEST; M: METER; P: PLAY; IV1 = Guntry A-Number of births; IV2
= Country B-Movement of businesses; IV3 = CountyNAmber of deaths; IV4 = Country
B-Number of births; IV5 = Country B-Number of desth
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Table 6. Key factors and their descriptions

Factor Description Sample items
ICT Includes 4 general It is very important to me to work with a
Engagement engagement items: each hasomputer.
4 meaningful responsts
Computer- Includes 10 items: o _
Efficacy Productivity tasks (6), Productivity: | am able to take notes using a
Processing tasks (2) and  computer (e.g., recording notes in class).
i:reatlng tafsl|<s (2); efégh hac13rocessing: | am able to edit written work
meaningtul responses using a computer (e.g., revising writing, spell
checking, etc.).
Creating: | am able to write a first draft
using a computer (e.g., writing in Word
rather than on paper first).
School Includes 5 items; each has 4n my school, | am treated with respect by
Engagement responsées other students.
Learning Includes 3 items: direct, I learn more when the teacher talks to the
Preferences  self-paced and collaborativeclass (e.g., a History lecture, explaining
learning; each has 4 Maths on the board, etc.).
meaningful responsgs _
| learn more when | am able to explore ideas
on my own (e.g., independent research, doing
homework, etc.).
I learn more when | work in groups with
other students (e.g., on a problem set, on a
project, etc.).
Learning Includes 3 beliefs; self, The things | learn in school will prepare me
Beliefs collaborative and instructedjfor life as an adult.
each has 4 meaningful _ _ _
responsés | am able to contribute when working with
other students in a group.
| am encouraged to think about things in my
own way.
ICT Includes 7 school subjects; How important is it to use computers and

Importance in
Subject Areas
Teacher
Directed ICT
Use

ICT Learning
Performance

each has 4 meaningful

responses

Includes 10 items: each hasGather information from different places to

9 meaningful responses  solve a problem (e.g., different websites or
databases); 2-4 times a week.

ICTs in...English, History, Geography.

Includes 5 items; each has My work is more creative when | use a
meaningful responsgs
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computer.

NAPLAN Includes 1 school mean Identify the main idea of the poem
Reading

NAPLAN Includes 1 school mean Find value of missing angle in a triangle,
Numeracy with access to a calculator.

24 = Strongly agree, 3 = Agree, 2 = Disagree, lrorgly disagree

® 4 = | can do this well by myself, 3 = | can do thigh help from someone, 2 = | know what this is
but can’t do it, 1 = | don’t know what this means

°8 = Many times a day, 7 = Once a day, 6 = 2-4 timday, 5 = Once a week, 4 = 1-3 times a month,
3 =0nce aterm, 2 = 1-3 times a year, 1 = Never] don’t know what this means

44 = Very important, 3 = Important, 2 = Not verydortant, 1 = Not at all
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The use of data mining in educational technologgaech is addressed.

Association rules mining and fuzzy representatenmspresented.

The results provide adequate understanding of stadateractions with technology.
The results reveal patterns demonstrating diffeseme students’ learning experiences.
Implications for learning design are addressed.



