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Abstract

There is growing pressure from regulators on operators to adhere to increasingly stricter regulations

related to the environment and safety. Hence operators are required to predict and contain risks related

to hydrocarbon production and their infrastructure in order to maintain their license to operate. A deeper

understanding of production optimization and production-related risk requires strengthened knowledge

of reservoir behavior and overburden dynamics. To accomplish this, sufficient temporal and spatial

resolution is required as well as an integration of various sources of measurements. At the same time,

tremendous developments are taking place in sensors, networks, and data analysis technologies. Sensors

and accompanying channels are getting smaller and cheaper and yet they offer high fidelity. New

ecosystems of ubiquitous wireless communications including Internet of Things (IoT) nowadays allow

anyone to affordably connect to the Internet at any time and anywhere. Recent advances in cloud storage

and computing combined with data analytics allow fast and efficient solutions to handle considerable

amounts of data. This paper is an effort to pave the way for exploiting these three fundamental advances

to create IoT-based wireless networks of seismic sensors.

To this aim, we propose to employ a recently developed IoT-based wireless technology, so called low-

power wide-area networks (LPWANs), to exploit their long range, low power, and inherent compatibility

to cloud storage and computing. We create a remotely-operated minimum-maintenance wireless solution

for four major seismic applications of interest. By proposing appropriate network architecture and data

coordination (aggregation and transmission) designs we show that neither the low data-rate nor the low

duty-cycle of LPWANs impose fundamental issues in handlinga considerable amount of data created

by complex seismic scenarios as long as the application is delay-tolerant. In order to confirm this claim,

we cast our ideas into a practical large-scale networking design for simultaneous seismic monitoring

and interferometry and carry out an analysis on the data generation and transmission rates. Finally, we

present some results from a small-scale field test in which wehave employed our IoT-based wireless

nodes for real-time seismic quality control (QC) over clouds.
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I. INTRODUCTION AND RELATED WORK

Wireless communications has been the driving force behind one of the largest and most successful

sectors of industry during the past three decades. The telecommunications industry has become very

mature from both technological and infrastructural perspectives; nowadays, it is possible to handle a

gigantic amount of data transmission and coordination in stable and efficient ways. With the development

of 3G and 4G technologies, and 5G on the way, wireless communications has proven to be capable of

handling complex transmission media and mobility in a robust fashion. Obviously, there is a tremendous

potential in wireless communications which is applicable to several other industries.

The Oil and Gas industry as a whole and seismic applications in particular are good examples where

an efficient data aggregation, transmission and storage arechallenging due to the size of data and/or

complications imposed by the environment. As an example, the technical and operational difficulties

associated with scaling up cable-based land seismic operations motivate incorporating the potentials of

wireless sensors in today’s seismic activities. This is because cables are vulnerable to environmental

effects and can create interference on neighboring cables.On the contrary, wireless sensors can be lighter

and maybe cheaper per channel than the cable-based sensors but also dramatically easier to transport,

install and retrieve. Besides, no cables involved decreases the excessive weight of cable-based seismic

recording systems and makes transportation of the nodes cheaper, and at the same time rules out issues

such as tangling and cable-break repairs. More detailed comparison between wired and wireless seismic

systems can be found in (Pellegrinoet al. (2012); Kendall (2015); Allinson (2009); Holliset al. (2005)).

These advantages make wireless sensors a good choice for thefollowing situations: first, locations difficult

to reach and navigate, such as dunes, Jebels, and mountainous areas such as foothills and fold and thrust

belts; second, temporary installations or surveys which are supposed to move rapidly to another location;

third, remote locations with limited or no power access through wires. Therefore, immediate applications

in our line of business such as quality control (QC) in harsh environments and monitoring in remote

areas can benefit from networked wireless sensors. Notably,advanced wireless networking protocols and

distributed data storage/processing can clearly add valueand save us time and money.

An overview of suitable wireless technologies in the marketwith the potential to be used in seismic

operations as well as some networking ideas are provided in Gana (2008). There are studies which

particularly target ground motion and landslide monitoring or early warning systems for volcanic activities

such as (Fleminget al. (2009); Pereiraet al. (2014); Fischeret al. (2009); Huskeret al. (2008); Weber

et al. (2007); Srinivas and Rao (2014); Picozziet al. (2010)); there are also those who focus mostly

on exploration seismic acquisition (Tran (2007); Barakat (2008); Savazzi and Spagnolini (2008); Savazzi
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et al. (2009a,b); Savazzi and Spagnolini (2009); Savazziet al. (2010, 2011)). Each of these categories

target different wireless technologies and networking designs based on what the nature of the scenario

demands. Some ideas on using wireless sensor networks for seismic acquisition are sketched in Tran

(2007) wherein different layers of the network design from different physical layer (PHY) technologies

(WiFi, WiMAX, LTE. etc.) up to appropriate routing protocols are briefly discussed. Similar discussions

with more information on network synchronization can be found in Barakat (2008).

The general idea in the literature for seismic data acquisition is to define clusters and sub-clusters of

nodes where each node has limited range and capacity. There are also multiple higher capacity data-

gathering (or relaying) nodes per sub-cluster in order to collect the data and then forward them through

the other relaying nodes to a nearby gateway associated to each cluster. From the closest relaying node

(so-called cluster-head) the data can be transmitted to gateways and then relayed through the gateways

with a few hops until it reaches a central data storage/processing unit such as a truck nearby the acquisition

site (Savazzi and Spagnolini (2008); Savazziet al. (2009a,b, 2011)). The idea inside each sub-cluster

is to use short-range ultra-wideband (UWB) communication technologies employing multi-band OFDM

(MB-OFDM) Batra et al. (2004). Such technologies offer high data-rates (around100 Mbps) in short

ranges and an acceptable time-based self-localization possibilities in case global positioning system (GPS)

is not available per node. It is proposed to use extended WiFitechnology for the gateways to reach the

storage/processing unit. Detailed discussions on the routing, medium-access-control (MAC) and self-

localization of the network can be found in (Savazzi and Spagnolini (2008); Savazziet al. (2009a,b);

Savazzi and Spagnolini (2009); Savazziet al. (2010, 2011)). When it come to early warning systems for

volcanic activities and ground motion monitoring, the number of sensors is typically substantially less

compared to seismic acquisition because a limited number ofsensors are spread over a large area. As a

result, the general idea here is to employ long-range wireless technologies such as extended WiFi Weber

et al. (2007), or some other long-range radio frequency (RF) technologies within the wireless local area

networks (WLAN) family Huskeret al. (2008). In the literature, these networks are typically laid out

based on an extended star topology. At the center of each starthere is a leading (or data-gathering) node,

and these leading nodes are typically connected through high bit-rate digital subscriber line (HDSL) or

fiber optic connections.

The downside of the proposed approaches in the literature isthat typically such high data-rate tech-

nologies are relatively expensive and also too power-consuming, especially when applied to large-scale

networks. Their high data-rate in practice might not be necessary because most seismic applications can

tolerate a reasonable amount of delay in transmission of data. While there is a large body of literature

in the telecommunications sector on addressing all of the above challenges in great details within a
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different context, not much can be found on wireless networkdesign for a broader range of seismic

applications. What exists in literature is typically designed to fit a specific application or a location rather

than a general study of the problem. Most of the existing works suggest using mature high data-rate

wireless technologies in the market without appropriate consideration of their imposed cost and power

consumption load for large-scale networking.

An important phenomenon we have observed and incorporated in this paper is the advent of low-power

wide-area (LPWA) wireless technologies in the market. These technologies are the response of wireless

communications and cellular networks to the upsurge of attention that the “Internet of Things” (IoT) has

recently received. LPWA networks (LPWANs) are best suited for applications that require a low data-rate

but have to typically transmit over a long range in a battery-limited mode. It turns out that for a range

of seismic applications (detailed in the next section) we can actually live with the provided data-rates by

LPWANs. As a result, their low price per module, reasonably long range, and low power consumption

makes them promising options for our networking designs. The novelty of this paper is four-fold. First,

we put LPWANs at the core of our networking design allowing usto exploit the potentials of IoT-based

wireless networks. Second, we develop network architectures that are a natural fit to a combined IoT -

cloud storage/computing framework, which as a result can also benefit from a wide variety of cloud-based

data analytics techniques. Third, we propose a cross-layernetworking approach fitting the duty-cycled

paradigm of LPWANs where we formulate how the operational delay-tolerance of the network in terms of

data delivery, the required data-rate and data frame structure are inter-related. We end up with appropriate

closed-form formulas enabling us to compute an estimate of the required data-rate for the target wireless

technology. Finally, we put all these into practice by designing an IoT-based large-scale wireless network

as well as by conducting a small-scale field test.

The rest of the paper is organized as follow. We, first highlight four potential application scenarios.

We then propose two different categories of network architectures based on the two classes of LPWANs,

one capitalizing on the existing cellular infrastructure,and the other one revolving around a hybrid of

private-cellular networks. With the PHY network architecture in place, we move on to a cross-layer

design in order to efficiently handle transmission of complex seismic recordings. Due to limited space

we omit higher-layer networking aspects such as network synchronization, localization, and data storage.

We highlight that clouds are a natural choice for our data storage/analysis, given the fact that our target

wireless technology LPWA is built to fit into a combined IoT-cloud computing/storage platform. Next,

we look into how our networking designs could be applied to a sensor network for simultaneous seismic

monitoring and interferometry over a producing field. We analyze the data generation rates of the network

to show that they can be handled by the LPWANs. We also presentsome rough cost estimates for network
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Fig. 1. Ground motion monitoring network in the southern Apennines Weberet al. (2007). The squares represent the network
stations and the circles the local control centers (LCCs). The gray lines are the radio links between the stations and theLCCs,
and the dashed lines are planned synchronous digital hierarchy (SDH) carrier-class radio upgrades for early-warning applications.
The triangles represent radio repeater points.

setup and maintenance. Finally, we briefly present proof-of-concept field-test results for seismic QC with

wireless nodes.

II. SCENARIOS OFINTEREST: SEISMIC SETUP AND DATA GENERATION

There are four major scenarios of interest in this paper, which are of practical importance in the seismic

domain. The corresponding systems might generate intermittent (triggered) seismic data as in earthquake

monitoring systems, or sometimes their data should be recorded continuously to create meaningful maps,

as in seismic interferometry. In the following, we briefly explain our scenarios of interest, and roughly

outline their areal coverage and data generation size. Notably, we believe that there are several other

applications in the Oil and Gas industry where our wireless networking ideas can be applied with minimum

modification.

A. Ground Motion Monitoring (GMM)

Even though ground motion monitoring (GMM) is not traditionally an application in the area of

exploration seismology, it is still a relevant seismic application for which considerable amount of wireless

studies have been conducted. Therefore, we can learn valuable lessons from such studies (Fleminget al.

(2009); Pereiraet al. (2014); Fischeret al. (2009); Huskeret al. (2008); Weberet al. (2007); Srinivas and
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Rao (2014); Picozziet al. (2010)). GMM is an on-demand operation in which sensor nodes(geophones

or accelerometers) continuously observe signals but only start recording data when an event (surpassing

pre-defined threshold magnitude) occurs. This leads to a trigger based on which the nodes start recording

data and this data needs to be kept for later analysis or be transmitted for immediate actions in early-

warning systems. Sometimes the nodes keep on recording and overwriting their readings for a period

of time in their memory buffer and once they are triggered thedata corresponding to a short time-span

before and after the trigger are kept as useful data and/or transmitted. The size of data to be transmitted

per node is a product of the number of triggers by the size of recorded data per trigger. The recorded

data should have a good resolution (high sampling rate and also high number of bits per sample) in

order to ensure accurate source mechanism and source location estimation. GMM scenarios are not so

demanding in terms of data generation/transmission because triggers do not happen very often. With

regards to setup, such scenarios are typically comprised ofa (few) tens-to-hundreds of sensors spread

over an area of a few (hundreds of) kilometers squared. This means on average spacing of the adjacent

nodes can be of the order of kilometers which is a challengingparameter as far as wireless transmissions

are concerned. Fig. 1 depicts a wireless network design in the Southern Apennines (Italy) for an early

earthquake warning system. The wireless network enables usto efficiently transmit the triggered sensor

data and thus make fast and appropriate decisions for alarming systems. We should highlight that here

the scenario of interest for us is still delay-tolerant and does not necessarily have to transmit all the data

very fast and immediately.

B. Ambient Noise Seismic Interferometry (ANSI)

Ambient noise seismic interferometry (ANSI) allows geophysicists to gain important information about

shallow subsurface, as well as to estimate and remove groundroll. ANSI can be applied to both passive and

active seismic scenarios. It utilizes the cross-correlations of signals at different receiver pairs to reconstruct

the Green’s functions of the subsurface between the receiver pairs. The theory of seismic interferometry

is based on the seminal work presented in (Campillo and Paul (2003); Shapiro and Campillo (2004)).

In practice, these cross-correlations should be computed over a long time (large span of continuous-time

recordings) in order to converge to Green’s function. It means, in contrast to GMM and early warning

systems, seismic interferometry requires the sensors to keep on recording their noise readings. These

recordings should then be transmitted to a fusion center (FC) for creating maps and for the analysis

of the subsurface. It is preferred that this continuously recorded data can be transmitted in a real-time

fashion or regularly for subsurface monitoring purposes. This highlights the importance of an appropriate

wireless network design to efficiently handle the delivery of the data. The noise can be recorded with a
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Fig. 2. Roving seismic interferometry network operated by Shell in Groningen, the Netherlands. The dots represent3-component
sensors, and the green area on the map is the outline of the Groningen field.

low sampling rate as well as a low resolution (number of bits per sample) and still provide the required

information from the shallow subsurface when cross-correlated. This fortunately keeps the data generation

at a reasonably low rate. The challenge here is mostly due to the continuous recording and transmission of

data. Regarding the setup, interferometry networks are typically dense networks containing thousand(s) of

nodes deployed over a region of many squared kilometers. As aresult, spacing among neighboring nodes

can be as large as few hundred meters up to about a kilometer. Fig. 2 depicts a roving interferometry

network consisting of more than400 3-component sensors in Groningen, the Netherlands.

C. Microseismic Fracture Monitoring (MFM)

Microseismic fracture monitoring (MFM) provides important information about volumetric stress/strain

and failure mechanisms in reservoirs and thus helps to analyze and affect the productivity level of wells

using hydraulic fracturing (Jamali-Radet al. (2015); LeCampionet al. (2004)). The hydraulic fracturing

process is shown in Fig. 3. Sensors used for microseismic monitoring can be installed in a borehole

as well as at the surface. Here, we focus on sensor networks deployed on the surface for microseismic

monitoring. The area of interest for fracture monitoring typically extends to about a kilometer squared

and sensors are normally placed every50 to 100 meters depending how accurate moment tensors and
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Fig. 3. A typical hydraulic fracturing setup where a high-pressure fluid is injected into a wellbore to create cracks in deep-rock
formations through which oil and/or gas will flow more freelyPowers (2013).

location information of fractures should be estimated. What is recorded per sensor is the full trace data

in a continuous fashion typically for a few hours. In some scenarios sensors are only triggered when

the hydraulic material is injected in order to create fractures. In such a case recorded data should be

transmitted continuously or in a real-time fashion to be able to keep track of fracture extension. From

data size (per sensor) perspective this scenario is relatively demanding. However, the total amount of

data is not huge as the number of sensors is relatively low compared to the other scenarios of interest.

D. Quality Control for Active Land Seismic Surveys (QCLS)

Active seismic surveys are large and lengthy undertakings.Areal coverage of an active spread is

roughly 100 km2. Spacings of sensors along the receiver lines (in-line direction) is typically 12.5 m to

25 m and the spacing of receiver lines in the other (cross-line)direction is about200 meters. This means

there can be tens of thousands to even hundred thousands of sensors in place. Fig. 4 shows a traditional

cable-based seismic acquisition scenario. Acquisition crew control the quality of the acquisition through

a few parameters for every shot on a selection of station every once in a while, typically on a daily

basis. These parameters include root-mean-squared (RMS) noise level per channel, geophone tilt, etc. It

is of high interest also if sensors can report QC alerts, suchas theft (based on significant change of their

locations), or unexpected battery issues. In contrast to the MFM, here the size of data per sensor is only a

few bytes in the worst case whereas the number of sensors is huge. This besides relatively close spacing

October 20, 2017 DRAFT


