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A B S T R A C T

Context: Technology advances has enabled the emergence of virtual teams. In these teams, people are in dif-
ferent places and possibly over different time zones, making use of computer mediated communication to in-
teract. At the same time distribution brings benefits, it poses challenges as the difficulty to develop trust, which is
essential for team efficiency.
Objective: In this paper, we present ARSENAL-GSD, an automatic framework for detecting trust among members
of global software development teams based on sentiment analysis.
Methods: To design ARSENAL-GSD we made a literature review to identify trust evidences, especially those that
could be captured or inferred from the automatic analysis of data generated by members’ interactions in a
versioning system. We applied a survey to validate the framework and evidences found.
Results: On a scale of 0–9, evidences were evaluated as having importance greater or equal to 5.23, and the
extraction techniques used to estimate them were considered as good enough. Regarding differences between
subjects profile, no difference was found in responses of participants with theoretical knowledge/none and those
with medium/high knowledge in GSD, except for the evidence mimicry, which was considered more important
for the group of participants with medium/high knowledge in GSD.
Conclusion: We concluded that our framework is valid and trust information provided by it could be used to
allocate members to a new team and/or, to monitor them during project development.

1. Introduction

Software development using virtual teams characterizes distributed
software development or global software development (GSD) when the
distance between members comprises continents. It aims at providing
benefits such as: low costs, proximity to the market, innovation and,
access to skilled labor [1]. However, geographic distribution and cul-
tural differences bring some challenges as well, mainly in commu-
nication, which depends mostly on computer mediated communication
(CMC).

One of the challenges faced by virtual teams and therefore GSD is to
generate and sustain trust among team members. There are several
studies that show the importance of trust for GSD teams [2–6], the
benefits of having high trust teams, and the drawbacks of the lack of
trust among members. Trust between developers that are in different
and distant locations facilitates collaboration [7], effective knowledge

sharing, conflict resolution and teams integration [8]. Thus, trust im-
pacts the teams efficiency, since high trust teams can achieve their goals
with less effort than low trust teams. Conversely, the lack of trust brings
additional challenges to the team. As reported by Calefato et al.[7], a
low level of trust aggravates the feeling of being separated by different
objectives, reduce the willingness to share information and cooperate
for problem solving, and affects the goodwill with others.

So, in this context, information about trust among people can be
used to suggest members to a team and/or to monitor the relationship
among members, for example.

Some models have been proposed to estimate trust among people
based on trust evidences, such as number of interactions, success of
these interactions and similarity among people [9,10]. We consider
trust evidence something that indicates the existence of trust or that
happens when there is trust among people.

The information used by trust models can be extracted, for example,
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from social networks. In general, this information refers to the amount
of interactions, evaluation of these interactions and their success.
However, in a working environment people may not feel free to provide
assessments of co-workers. Besides that, when the number of interac-
tions is high, people may start to provide incorrect ratings, leading to
incorrect trust estimation. Skopik et al. [9] developed a set of metrics to
analyze the success of an interaction based on the fact that the bigger
the amount of successful interactions the greater is the trust among
people. These metrics eliminate the need for feedback, however, they
are domain dependent and ignore subjectivity, one of the character-
istics of trust, since they treat people as everyone thinking in the same
way, which is not true.

In this paper we present a framework to estimate trust among
members of GSD teams called ARSENAL-GSD. It extracts trust evidences
observed in member interactions on versioning systems, without human
intervention and using sentiment analysis.

In Sections 2–4 the concepts of GSD, trust and sentiment analysis,
used in the development of the proposed framework are presented.
Section 5 describes the framework ARSENAL-GSD. In Section 6 we
evaluated the trust evidences and formulas used in the framework. Fi-
nally, Section 7 presents the conclusion and directions for future works.

2. Global software development

According to Sengupta et al.[11] GSD is a collaborative activity,
which can be characterized by having: members from different cultures
and organizations, separated by time and space using CMC to colla-
borate. This team organization aims at providing benefits, such as: re-
duced development costs, follow-the-sun development, modularization
of labor, access to skilled labor, innovation, best practices and knowl-
edge sharing and proximity to the market.

Despite its benefits, GSD also brings challenges that add to those
already existing in virtual teams: strategic problems, cultural problems,
inadequate communication, knowledge management, processes man-
agement and technical problems. Among the challenges in virtual
teams, and therefore in GSD, is trust [12,13]. This challenge emerges
due, among other things, to the lack of information transmitted by CMC
[14]. Among other things, the loss of informal communication channels
“can lead to a loss of trust between team members in different loca-
tions” [15].

In this context, trust is especially important for GSD teams, due to
members’ inability to check what other members are doing by just
looking [16]. Thus, trust reduces the risk and cost of monitoring [5,17].
It also impacts in information sharing [5,6,17], cohesion [18], co-
operation [17], coordination [14] and how people react to situations
[19].

According to Treinen and Miller-Frost [15] building personal
knowledge about the team and building mutual trust is more important
than solving technical problems. This may be due to challenges in GSD
that are related to communication (interaction between geographically
distant people is more susceptible to misunderstandings), version
management and configuration (geographically distributed teams can
work continuously, in a follow-the-sun approach).

3. Trust

Trust has been studied in many fields, such as psychology, philo-
sophy and economics. Based on definitions of different areas, Rusman
et al. [20] defined trust as:

a positive psychological state (cognitive and emotional) of a trustor
(person who can trust/distrust) towards a trustee (person who can
be trusted/distrusted) comprising of trustors positive expectations of
the intentions and future behavior of the trustee, leading to a will-
ingness to display trusting behavior in a specific context.

This definition presents one of the trust properties, which is context

specificity. Trust is also dynamic, non-transitive, propagative, compo-
sable, subjective, asymmetrical, events sensitive and self-reinforcing
[21]. Trust can also be defined in terms of two different dimensions,
namely a cognitive dimension (cognitive trust) and an affective di-
mension (affective trust). As stated in many studies [22–26], cognitive
trust relates to beliefs about others competence and reliability, while
affective trust relates to emotional ties and reflects beliefs about re-
ciprocated care and concerns. According to Al-Ani et al. [24], cognitive
trust makes individuals more likely to take risks or, in other words,
“trust and collaborate with one another”, while affective trust “lead
individuals to act in a way they feel is right”. The aspects involved in
both cognitive and affective dimensions will contribute to a person’s
decision to trust [23].

The trust we seek is the interpersonal trust, so, in this paper, we are
interested specifically in the trust that one person has in another one,
and which encompasses aspects of both cognitive and affective di-
mensions. For the sake of simplicity, from now on we will refer to it as
trust. According to Rusman et al. [20] before deciding to trust, a person
evaluates the trustworthiness of the person to be trusted and the risk
involved, so that if she chooses to trust, she becomes vulnerable posi-
tively and negatively to the trusted person, assuming the risk. Thereby
providing personal information of members positively influences the
team’s trust level, since it helps members to assess the trustworthiness
of a particular member [20].

Since everyone assess trustworthiness before deciding to trust, the
higher the trustworthiness, the higher the chance to be trusted.
Trustworthiness antecedents are attributes used to evaluate the trust-
worthiness of a person. Rusman et al. [20] divided them into five ca-
tegories: (i) communality, (ii) ability, (iii) benevolence, (iv) inter-
nalized norms and (v) accountability.

3.1. Trust evidence

Through a literature review we could not find an exact formula to
determine whether there is trust among members of a team. However,
some studies indicate behaviors and characteristics that can be used as
evidence of trust existence. For example, Jarvenpaa et al. [16] con-
ducted a qualitative study based on observations of three teams with a
high level of trust and three teams with low level of trust. In this study
they observed common characteristics to high-trust teams that did not
appear in low-trust teams. These characteristics were enumerated as:
proactivity, task oriented communication, positive tone, rotating lea-
dership, task goal clarity, roles division, time management, feedback
and intensive communication.

Besides Jarvenpaa et al.’s [16] work, we found other studies
[3,4,12,16,20,27–31] that identified characteristics in teams which
serve as evidence of trust among members. The list below sums up all
trust evidences found in our literature review:

• Initiations and responses: initiations are defined as questions or
statements that lead the receiver to provide a relevant response.
Initiations and responses were used in Iacono and Weisband [27] to
measure trust. In their study it was observed that high performance
teams showed greater amount of initiations and responses than low
performance ones.

• Motivation: According to Paul and He [28] motivation and trust are
highly correlated, and when one increases the other also increases.

• Knowledge sharing: An experiment in Paul and He [28] showed that
the greater the trust among participants, the greater is information
sharing among them. Mitchell and Zigurs [32] also point out the
impact of trust in knowledge transfer.

• Knowledge acceptance: People tend to accept knowledge of who
they trust [4]. In Turek et al. [29] moving text of an author by
another in a Wikipedia article was considered a sign of trust, be-
cause it expresses the tendency of an author to believe in the
credibility of the other.
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• Trustworthiness: trust and trustworthiness are highly correlated.
When the trust in someone is high, the trustworthiness is high as
well [16].

• Proactivity: in high-trust teams members are proactive, volunteering
for roles and showing initiative [16].

• Task oriented communication: in high-trust teams most conversa-
tions are about tasks that must be performed by the team.
Conversations related to social issues are rare [16,30].

• Positive tone: in high-trust teams members tend to show enthusiasm
in conversation, praising and encouraging each other. In Jarvenpaa
et al.’s [16] experiments, they noticed that discussions among
members were so gently resolved that they almost went unnoticed.

• Task goal clarity: high-trust teams tend to discuss more their goals,
and when in doubt, seek the coordinators for clarification instead of
making assumptions [16].

• Rotating leadership: many members show leadership traits and ac-
cording to the project needs, they assume the leadership as neces-
sary [16].

• Role division: members assume roles, which does not mean that they
are fully independent of each other. Members responsible for each
role show the results of their work so others can provide feedback
[16].

• Time management: high-trust team members discuss deadlines, es-
tablish milestones and care to fulfill them [16].

• Feedback and intense communication: high-trust teams display in-
tense communication and provide feedback about team members’
work [3,16,20,32].

• High performance: trust is positively related with cohesion [3],
commitment, satisfaction and performance [32].

• Output quality: trust is positively related with quality of outputs
[12].

• Common vocabulary: when there is trust between people they tend
to share a common vocabulary in CMC [31].

Besides the evidences described above, Khan [12] considered au-
thority delegation, enthusiasm and high quantum of work as signs of
trust. According to Rusman et al. [20] resources sharing, task division
and delegation also occur when there is trust among members. Table 1
presents a summary of all trust evidences found in our literature review
and its supporting reference(s).

3.2. Trust models

In our literature review we found two models to estimate trust
among people. The framework proposed by Skopik et al. [9] aims at
determining trust automatically, without the need for explicit feed-
backs. The framework generates a graph in which nodes represent both
services and people, and edges represent the trust value between them.
Trust values are derived from the number of successful interactions
relative to the total number of interactions. Successful interactions are
computed by a set of metrics, such as occurrence of errors in services.
Once the graph is generated, one can form teams and determine trust
between nodes that have never interacted, among other functions.

The downside of Skopik et al.’s [9] work is that, by relying on
metrics, it ignores the subjectivity that is intrinsic to trust by treating all
people equally. For instance, if a service takes up to 30 seconds to re-
spond an interaction, one person may consider it a success, while some
other person may consider it a failure, even if it spends 10 seconds.
Thus, this type of metric fails to capture such subjectivity.

The trust model proposed by Li et al. [10] aims at assisting users of
E-commerce in choosing best sellers. In this work, trust is estimated
based on interactions between users and, in the absence of interactions,
on the similarity between assessments provided by users. It generates a
user graph in which edges and weights represent the trust between
them. The weight T of edges is calculated using Eq. (1).

=
⎧

⎨
⎩

>
→

T
DT

SIM u u SIM u u
if there is a direct edge

( , ) if ( , ) Θ
0 otherwise

a b

a b a b

(1)

The formula proposed by Li et al. [10] has three cases: (i) it will use
assessment from ua to ub weighted by the assessment time in order to
calculate direct trust (DTa→ b), (ii) in the absence of assessments from ua
to ub, it will use the similarity between ua and ub‘s assessments (SIM(ua,
ub)) using the Spearman coefficient, and (iii) if similarity is not greater
than a threshold θ, trust value will be considered to be 0.

In addition to these models, a number of works that explore how to
build trust (based on different trust models) can be found in the lit-
erature. Wang and Redmiles [33] discussed how to develop trust within
a team using e-cheap-talk, which consists of starting conversations with
subjects that have nothing to do with work, thus cultivating trust and
establishing cooperation. They propose a model that uses simulation
based on game theory and are also developing a tool that suggests
strategies for interacting with unfamiliar collaborators. In Calefato et al.
[7], the authors seek to quantify the effects that trust or other personal
trait of the developer has on the projects that adopt the pull-request
based model. It is argued that propensity to trust is an important aspect
for building trust between people. Calefato and Lanubile [34] present
the Social TFS tool based on the idea that informal information shared
on social media can act as a substitute to social awareness earned
during informal chats, thus helping to build trust among global team
members. Al-Ani et al. [35] examined the potential for using tools to
support the development of trust in global teams and facilitate con-
tagion. In addition to communication tools, the authors mention the
Trusty tool [36], which was specifically designed to support trust in
distributed teams by providing mechanisms to support communication,
coordination, exchange of knowledge, and generation of reports and
statistical analysis of established social networks. Calefato and Lanubile
[22] propose to measure affective trust through sentiment analysis in
pull request comments. Based on the assumption that affective trust can
be established through social communication, the authors aimed at
assessing whether affective trust is a predictor of successful collabora-
tion in distributed projects. For this, they propose the use of SentiS-
trength to compute the amount of affective trust between a pull-request
contributor and the integrator.

Table 1
Trust evidences found in our literature review.

Evidence Supporting reference(s)

Initiations and responses [27]
Motivation [28]
Knowledge sharing [28], [32]
Knowledge acceptance [4], [29]
Trustworthiness [16], [23]
Proactivity [16]
Task oriented communication [30], [16]
Positive tone [16]
Task goal clarity [16]
Rotating leadership [16]
Role division [16]
Time management [16]
Feedback and intense communication [16], [20], [32], [3]
High performance [3], [32]
Output quality [12]
Common vocabulary [31]
Authority delegation [12]
Enthusiasm [12]
High quantum of work [12]
Resources sharing [20]
Task division [20]
Delegation [20]
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4. Sentiment analysis

Sentiment analysis and opinion mining is a broad and inter-
disciplinary research area that concerns the study of opinions, senti-
ments, attitudes, and emotions. It has gained a lot of attention by the
research community in the last decade, “finding its application in al-
most every business and social domain” [37].

One of the tasks focused by sentiment analysis systems is to de-
termine the polarity of the sentiment expressed for a given text: if po-
sitive, neutral or negative. The unity used in the analysis determines its
level, which usually falls into one of the three: (i) document level, (ii)
sentence level and (iii) entity-aspect level [37].

Sentiment analysis has also been applied in the context of software
development research. In Guzman [38] sentiment analysis was used to
capture emotion during software development phases and provides
emotional climate awareness. Borbora et al. [39] considered that the
sentiment expressed in communication is an indicator of the presence/
absence of trust among stakeholders. Zhang et al. [40] suggested the
use of sentiment analysis to get a better understanding of trust among
users. In fact, one of the trust evidences presented in Section 3.1 is the
positive tone in communication, and one way to detect it automatically
is by using sentiment analysis tools.

Jongeling et al. [41] evaluated the performance of sentiment ana-
lysis tools in the field of software engineering research. The tools
SentiStrength [42], NLTK [43], Alchemy API1 and Standford NLP [44]
were evaluated on a set of 392 comments, which had been manually
annotated as part of Murgia et al.’s [45] work. The tools did not perform
well, but among them NLTK and SentiStrength had the best results. The
authors also noted that the choice of the sentiment analysis tool can
lead to contradictory results, since besides the low performance in the
software engineering domain, these tools do not agree to each other. In
a more recent study, Jongeling et al. [46] confirmed these findings and
suggested that there is “a need for sentiment analysis tools specially
targeting the software engineering domain”.

Many software engineering studies used SentiStrength as sentiment
analysis tool [47–49], a fact also acknowledged by Jongeling et al. [46].
Nevertheless, before choosing a sentiment analysis tool to use in this
work, we analyzed the performance of three publicly available tools:
SentiStrength, Standford NLP and Alchemy API. It is worth noting,
however, that our goal was not to carry out an extensive evaluation of
these tools, but rather to compare their performance in the context of
GitHub comments, thus helping in the selection of the sentiment ana-
lysis tool for this study.

We run the tools on a set of 228 GitHub pull requests comments that
were manually classified according to three polarity values: positive,
negative or neutral. Following Murgia et al. [45], we opted to perform
classification at the comment level. Each comment was classified by
two annotators, both with a software engineering background. They
performed the classifications separately and according to their personal
interpretation of the polarities. After a first annotation round, inter-
annotator agreement measured by Cohen’s kappa [50] was 0.46.

Although considered as moderate agreement [45,46], this kappa

also indicates that there was a fair amount of disagreement. Further
analysis of the annotation showed that annotators disagreed more often
about positive-neutral or neutral-negative comments than about posi-
tive-negative. While one of them was stricter in classifying comments as
positive or negative, the other one considered more subtle evidences of
positivity or negativity in her classification. Also, there was no previous
agreement about how to proceed in the classification of comments
containing several sentences (possibly with different polarities) and
annotators behaved differently in this case.

After the annotation experiment, disagreements were discussed and
settled with the help of a third opinion. In the case of multi-sentence
comments, they were classified as positive or negative if they contained
at least one positive/negative sentence, even when they contained other
neutral sentences. Table 2 shows the distribution of comments per
polarity in the final manual annotation.

Table 3 presents the general accuracy of each tool. As we can ob-
serve, SentiStrength and Alchemy API obtained the best results, with
approximately 53.5% and 53.1% correct classifications, respectively.
When compared to a simple baseline that generates predictions by re-
specting the sets category distribution, both outperformed it by ap-
proximately 16%. In Table 4, the tools performance are presented in
terms of its precision, recall and F1 score per polarity. The lines Posi-
tive, Neutral, and Negative present the values for these categories. The
line Total shows the averaged values of each measure for each tool.
Considering the averaged F1 score, the tool with better results was
SentiStrength, with approximately 0.54, followed by Alchemy API, with
approximately 0.52. These results are consistent with the work of
Jongeling et al. [41] and confirm the authors’ claim that there is a need
for sentiment analysis tools targeting this particular domain.

Based on these results and on the frequent use of SentiStrength in
software engineering studies, we chose to use SentiStrength. However,
it is worth pointing out that, conceptually, the framework is not bound
to this specific tool and other sentiment analysis tools can be used in-
stead, as described in Section 5.2.

5. ARSENAL-GSD

As previously discussed, virtual teams need trust among members in
order to achieve their goals, since it is related with the team’s efficiency
[6].

Trust models can be used to estimate trust among team members.
However, some models require users to provide evaluations of others,
or that there are means of informing if interactions were positive or not.
This can be a problem in the context of software development teams,
since team members can not feel free to evaluate co-workers. Even if it
were not an issue, there would be a lot of interactions and members

Table 2
Polarities’ distribution in manual annotation.

Number Percentage

Polarity of comments of comments

Positive 75 32.9
Neutral 86 37.7
Negative 67 29.4
Total 228 100.0

Table 3
Sentiment analysis tools’ accuracy.

Tool Accuracy

SentiStrength 0.535
Alchemy API 0.531
Standford NLP 0.351

Table 4
Sentiment analysis tools’ performance in terms of precision (P), recall (R) and F1 score.

SentiStrength Alchemy API Standford NLP

Pol P R F1 P R F1 P R F1

Pos 0.606 0.533 0.567 0.571 0.640 0.604 0.714 0.067 0.122
Neu 0.580 0.465 0.516 0.535 0.267 0.357 0.500 0.140 0.218
Neg 0.452 0.627 0.525 0.495 0.746 0.595 0.320 0.940 0.477
Avg 0.546 0.542 0.536 0.534 0.551 0.519 0.511 0.382 0.272

1 http://www.alchemyapi.com/products/alchemylanguage.
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could end up getting tired of evaluating each interaction, providing
nonsense evaluations that compromise the outcome of the models [10].

In this context, we propose a framework to estimate trust among
GSD team members called ARSENAL-GSD (Automatic tRust eStimator
based on sENtiment anALysis for GSD). The framework collects trust
evidences observed in member interactions on versioning systems,
without human intervention and using sentiment analysis. Fig. 1 dis-
plays a representation of the proposed framework in terms of its inputs,
used techniques, trust evidences considered and output. This section
describes ARSENAL-GSD, and it is divided in four subsections: char-
acteristics, design and implementation, how it works, and example of
use.

5.1. Characteristics

The main characteristics of ARSENAL-GSD are:

a) It uses versioning systems as data source. Versioning systems are

tools heavily used in software development and therefore in GSD
[51].

b) It uses trust evidences extracted from versioning system data
(comments, commit state and user profile), to estimate trust among
members of a project. We could not extract all the trust evidences
described in Section 3.1, so the ones we consider in the framework
are: mimicry (common vocabulary in Section 3.1), delegation,
trustworthiness, positive tone, knowledge acceptance and colla-
boration. We extract the trustworthiness of a member by estimating
four of the five trustworthiness antecedents presented in Rusman
et al. [20], namely: dependability, communality, benevolence, and
ability. We did not use the fifth antecedent, internalized norms,
because there is no way to estimate it automatically from versioning
systems data.

c) It is automatic. To set the framework, one has to inform the target
project, extraction techniques that will be used, data extraction
mechanism, size of temporal window, and update frequency. From
that the framework retrieves data without human intervention,

Fig. 1. Framework ARSENAL-GSD to estimate trust ex-
istence.
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estimates the existence of trust according to the temporal window
and updates estimated values according to the update frequency.

d) It preserves the subjectivity inherent to trust by using sentiment
analysis and considering mimicry as trust evidence, instead of a set
of definite metrics. Sentiment analysis values and mimicry are ex-
tracted from how members write their comments, which is personal
for each member. Thus, the framework takes into account sub-
jectivity as it infers trust evidences from personal data. With senti-
ment analysis we can infer positive tone directly. Benevolence can
also be inferred, since it was defined in Rusman et al. [20] as the
positive attitude and courtesy displayed by the trustee. Ability can
also be inferred from sentiment analysis, since the polarity of
comments may be interpreted as feedback about the commit, and
the commit in turn is the result of a member’s ability to solve a
problem. The idea is that the content of the pull request is a result of
the members abilities, so positive comments indicate that a good job
was done and therefore the member has the skills needed for that
pull request. Thus, we use the polarity of comments as a feedback
about the member’s ability.

e) It updates evidences and trust values over time. It considers a time
window to perform extractions, and from time to time it moves this
window, discarding old data, retrieving new ones, and updating the
values according to the data in the current time window.

f) It generates an initial graph of relations as exemplified in Fig. 2. This
graph shows in which pull request team members interact. The in-
itial graph has a PR:* edge between a pair of members if they in-
teract in a pull request. During execution, we add partial and final
edges to the initial graph of relations. Partial edges keep partial
values used to calculate final edges. There is a final edge for each
evidence extraction technique. For instance, in Fig. 3 the edge
PSentiment keeps the polarity value for one comment and the
edge Sentiment keeps the rate of positive comments.

g) It generates a trust graph with its estimative of trust existence for
each pair of members that interacted in at least one pull request. In
this graph, nodes represent members of a project and edges re-
present the existence of trust between them. The weight of the edge,
ranging from 0 to 1, displays the probability that there is trust be-
tween two members. The closer to 1 the trust value is, the higher is
the chance of existing trust between the members.

Comparing ARSENAL-GSD with the works presented in Section 3.2,
we also use interactions like them both [9,10]. Unlike Li et al. [10], we
removed the need for assessments, but kept the time factor by using a
temporal window. We wanted it to be automatic like in Skopik et al.
[9], but we did not use metrics. Instead, we used mimicry and senti-
ment analysis in order to preserve subjectivity. We also added more
trust evidences found in the literature in order to enrich the information
used to estimate trust.

5.2. Design and implementation

We designed and implemented an instance of ARSENAL-GSD to

work with GitHub versioning system. This implementation is available
under a Creative Commons License at https://github.com/Tulivick/
ARSENAL_GSD. Fig. 4 presents the component diagram for ARSENAL-
GSD. The framework is composed of four components:

Graph This component provides the framework with graphs that
will be used as initial relations graph, relations graph and trust
graph. By changing this component, we are able to alter how the
framework keeps its data. The default implementation uses graphs
provided by the JGraphT API[52].
VS Data Extractor This component extracts data from the ver-
sioning system. It extracts profile information from members in the
project, pull requests information and conversations. In our im-
plementation for GitHub we used the GitHub Java API,2 a Java in-
terface for GitHub API [53]. Besides extracting data, this component
also generates the initial graph of relations.
Evidence Analyzer This component provides classes im-
plementing the EvidenceAnalyser interface, each one representing an
evidence extraction technique. Each of these classes will analyze
data extracted from versioning system, and generates a value that is
stored in the graph of relations and used to estimate trust existence.
We provided six evidence extraction techniques: mimicry, assign-
ments, communality, polarity, merges and collaboration. These
evidence extraction techniques are formulas that will be described
further in this section. To add more evidences to the framework it
needs only a new implementation of EvidenceAnalyser interface to a
new evidence extraction technique.

Fig. 2. Initial graph of relations.

Fig. 3. Edges between nodes in a graph of relations.

Fig. 4. Component diagram for trust framework.

2 https://github.com/eclipse/egit-github/tree/master/org.eclipse.egit.github.core.
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Trust framework This is the main component. It provides ways to
configure and use the framework. This component is responsible to
get data from VS Data Extractor, and transmit it to Evidence
Analyzer with the graph of relations, so it can be updated. From
the graph of relations this component generates the trust graph
using the formula described further in this section.

Note that by providing new implementations for VS Data
Extractor we are able to extend the framework to other versioning
systems. However, as each versioning system may have different data,
the Evidence Analyzer is bound to the VS Data Extractor com-
ponent. If one wants to provide support to another versioning system, it
may be necessary to replace Evidence Analyzer by one that supports
the new versioning system. It’s also possible to extend the set of con-
sidered evidences, as well as to use other sentiment analysis tools, as
mentioned in Section 4, by implementing other classes that extend the
EvidenceAnalyser interface.

The Abstract Factory and Facade patterns were also used in this
implementation. Abstract Factory was applied to the Graph component
in order to create graphs. Facade in turn was used on the other com-
ponents through their interfaces to make it simpler to use them by
grouping methods to extract data, run evidence extraction techniques,
and generate results in one single method.

As mentioned before, in order to extract evidence values, we used a
set of formulas, that we named evidence extraction techniques on
Fig. 1. To extract conversations mimicry, we calculate how similar the
vocabularies used in a pull request conversations are. We calculated
how similar two comments vocabularies are by using cosine similarity
on word frequency. In Eq. (2), SC(c1, c2) is the cosine similarity between
two comments, and FV is the words frequency array for each comment.

=SC c c FV FV
FV FV

( , ) ·
1 2

1 2

1 2 (2)

The member m1 mimicry value in relation to member m2, MM(m1,
m2), is the average of the similarities between m1‘s comments and m2‘s
comments that precede in the same pull request. In Eq. (3), PR12 is the
set of pull requests where m1 and m2 interact, C1 is the comments set of
m1 in pull request pri and C2j is the comments set of m2 preceding the
comment cj.
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Communality is calculated by averaging the similarity of three
GitHub user profile attributes: (I) followed users, (II) watched projects,
and (III) location. (I) and (II) are calculated using Jaccard similarity
(Eq. (4)) where C1 and C2 are evaluated sets, in this case, the followed
users and watched projects for both members. (III) in turn uses a variant
of the Euclidean distance [54, Eq. (5)] on Geert Hofsted index values
[55]. Indexes of Geert Hofsted characterize the culture of a region using
six indexes: power distance, individualism, masculinity, uncertainty
avoidance, long-term guidance and indulgence. In Eq. (5), Li is a loca-
tion, K is the amount of indexes, Iik is the value of the index k to a
location Li and Vk is the variance of the index k. If the indexes do not
exist for a particular location, we will consider the biggest distance
possible between two locations.

= ∩
∪
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1 2

1 2 (4)

∑= −
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Therefore, the communality CM(m1, m2) between members m1 and
m2 is given by Eq. (6), where Fi, Wi and Li are respectively the set of
followed users, watched projects and mi‘s location.

=
+ + +CM m m

JS F F JS W W
( , )

( , ) ( , )

3
ED L L

1 2
1 2 1 2

1
1 ( , )1 2

(6)

We used comments polarities to estimate benevolence, ability and
positive tone. The polarity value between two members is given by
Eq. (7), where P(m1, m2) is member m1 polarity value in relation to
member m2, +C 12 is the amount of comments with positive polarity from
m1 to m2, and C12 is the total amount of comments from m1 to m2.
Comments from m1 to m2 are comments that m1 wrote in m2‘s pull re-
quest or comments where m1 mentioned m2. Note that there are pull
requests created by m1 where m2 did not interact, however these are not
considered.

= +P m m C
C

( , )1 2
12

12 (7)

Dependability and delegation can be observed through the assign-
ments of a member by another in a pull request. The assignment value
of a member m1 to a member m2 is 1 if m1 assigned at least one pull
request to m2 or 0 otherwise. Eq. (8) calculates the assignment value for
m1 to m2, A(m1, m2), based on the amount of pull requests assigned to
m2 by m1, PRs12.

= ⎧
⎨⎩

≥A m m PRs( , ) 1, if 1
0, otherwise1 2

12

(8)

We infer values for knowledge acceptance and ability of a member
from the amount of pull requests that were merged. In Eq. (9), M(m1,
m2) is the proportion of pull requests created by m2 in which m1 and m2

interacted, that were merged, PRa12 is the amount of pull request cre-
ated by m2 in which m2 and m1 interacted, that were merged, and PR12

is the amount of pull request created by m2 in which m1 and m2 in-
teracted.

=M m m PR
PR

( , ) a
1 2

12

12 (9)

We estimate collaboration as the proportion of interactions as given
by Eq. (10). In this equation, C(m1, m2) is the proportion of interactions
between m1 and m2 out of the total interactions of m1. I12 is the number
of interactions between m1 and m2, and I1 is the amount of m1 inter-
actions with everyone.

=C m m I
I

( , )1 2
12

1 (10)

Finally, we estimate values of trust among members using Eq. (11),
which is the weighted average of the formulas listed above. The best
way to set the weights αi would be through the use of history data from
previous projects to learn the weights. However, we are not aware of
any database with trust information among members in versioning
systems. Thus, we defined the weight of each formula (extraction
technique) based on the number of trust evidences estimated through
its use.

= + +
+ + + + +

+ + +
+ + + + +

T m m α MM m m α CM m m α P m m
α α α α α α

α A m m α M m m α C m m
α α α α α α

( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , )

1 2
1 1 2 2 1 2 3 1 2

1 2 3 4 5 6

4 1 2 5 1 2 6 1 2

1 2 3 4 5 6 (11)

We started by considering that every trust evidence (mimicry, de-
legation, trustworthiness, positive tone, knowledge acceptance, and
collaboration) has the same weight 2. Then we propagate these weights
backwards (considering the flow direction presented in Fig. 1) to
trustworthiness antecedents and evidence extraction techniques. We
chose weight 2 to avoid many decimal places when propagating it to
the trustworthiness antecedents and evidence extraction techniques.

Trustworthiness is estimated using the values of the four trust-
worthiness antecedents (dependability, communality, benevolence, and
ability) and we considered that all antecedents has the same weight in
the calculation of trustworthiness. Thus, by propagating the weight 2
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from trustworthiness to its four antecedents, we obtain a weight of 0.5
for each antecedent.

Finally, each extraction technique received a weight that is the sum
of the weights of the trust evidences/trustworthiness antecedents esti-
mated through its use. By propagating the weights from trustworthiness
antecedents and other trust evidences (except trustworthiness, which is
propagated through its antecedents), we obtained the values =α 2,1

=α 0.5,2 =α 2.753 , =α 2.5,4 =α 2.255 and =α 26 presented in front of
each formula on Fig. 1.

As an example, we will propagate the weights to MM(m1, m2) and
A(m1, m2). MM(m1, m2) infers only one evidence – mimicry, which has
weight 2, thus when we propagate its weight to the formula, that gains
weight 2 also. A(m1, m2) in turn infers one evidence – delegation, which
has weight 2, and one trustworthiness antecedent – dependability,
which has weight 0.5. Thus, by propagating these two weights to the
formula A(m1, m2), it gains weight 2.5. By applying the same propa-
gation process to each formula, we obtained the αi values.

Therefore, in Fig. 1, the numbers in parentheses represent the
weights of each evidence and trustworthiness antecedents, except the
ones appearing at the evidence extraction techniques, which are the α
values obtained by propagating the weights from evidences and trust-
worthiness antecedents.

As mentioned at the beginning of this subsection, each formula is
coded in a class implementing the EvidenceAnalyser interface in the
EvidenceAnalyser component. In order to implement these classes,
we used the following APIs:

• Lucene [56]: it was used to generate the word frequency count ne-
cessary to calculate mimicry.

• Commons Math [57]: it provides the necessary methods to calculate
cosine similarity.

• Sentistrength [58]: it was used as the sentiment analysis API. We
used it to retrieve the polarity for every comment and to calculate
the polarity value (P(m1, m2)).

• AlchemyApi [59]: this API provides many linguistic functionalities,
including sentiment analysis. We used it to extract comments targets
(people to whom the comment is directed) that were used to cal-
culate polarity values. In 2015 AlchemyApi was acquired by IBM
and is now called Watson Natural Language Understanding [60]

• Google Maps Geocoding API [61]: GitHub allows the user to provide
its location freely, so some users provide more information (full
address), others provide less (only country). We used Maps API to
discover from which country each address was.

5.3. How it works

To start using the framework we need to configure it. To do it we
inform a target project (owner/repository), the evidence extraction

techniques to be used and their weights, the size of the temporal
window, the update frequency, and a graph factory.

Once it starts running, the framework extracts project data from
GitHub. We classify input data into three categories:

• Profile: it includes the projects in which the user participates, users
followed, and user location;

• Conversation: it includes comments on pull requests;

• Pull Requests: it includes the state of the pull request, and users
assigned to it.

Data from GitHub is in turn processed to extract the trust evidences
presented in the Section 5.1. The data retrieved from GitHub is deliv-
ered to each instance of EvidenceAnalyser interface. This instances will
add partial and final edges to the graph of relations.

We use profile data in order to extract a communality value by using
Eq. (6).

By using Eqs. (3), (7) and (10) we extract mimicry, polarity and
collaboration respectively from conversational data. The mimicry value
is extracted calculating similarity between two comments. Polarity is
obtained using a sentiment analysis tool on comments. The polarity
value in turn is used to estimate positive tone, benevolence and ability.
By analyzing member’s participation in conversations, we calculate the
collaboration value.

Eqs. (8) and (9) extract assignments and merge values respectively
from pull requests data. We use the assignments value to infer dele-
gation and dependability. Merge value in turn infer knowledge accep-
tance and ability, since a merge is the acceptance of someone’s pull
request, and the pull request is the result of one’s ability.

Dependability, ability, communality and benevolence are not trust
evidences, however, from them we can estimate trustworthiness, which
is a trust evidence. The trustworthiness combined with mimicry, dele-
gations, positive tone, knowledge acceptance and collaboration allow
us to estimate trust existence among users through Eq. (11). This esti-
mate is provided by means of a trust graph.

With the trust graph in hands, we can, for example, use trust values
to suggest members to a team that has a bigger chance of having a high
level of trust. In addition, as the framework process the latest comments
and automatically updates the values of trust, it enables us to monitor
trust among members, so that the manager can take actions when ne-
gative changes in the teams’ trust are perceived.

5.4. Using ARSENAL-GSD: an example

Box 1 shows how to instantiate the framework. First, we instantiate
a TrustFramework class (line 1). Then, we configure this instance
informing the graphs factory, project data extractor (in the example we
used GitHub), the repository’s owner, the repository name and the time

Box 1. Instantiating the framework ARSENAL-GSD.
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spam to be considered (lines 3–7). Also as part of the configuration, we
inform evidence extraction techniques and their weights. Line 8 adds
the mimicry extraction technique with weight 1. After we configure the
instance, we call the method getRelationsGraph (line 10) in order to
obtain a graph of relations or getTrustGraph (line 11) for the trust graph.

To illustrate the use of ARSENAL-GSD, we developed a simple ap-
plication that configures and generates graphs for a GitHub repository.
Fig. 5 shows the main screen of this application. In this screen, we in-
form the name and password of a GitHub user, target project data
(owner and repository name), the number of days to be considered for
extraction and data analysis, and finally, which evidence extraction
techniques that will be used in the analysis.

By clicking on the Initial Relations Graph button, the graph of rela-
tions in Fig. 6 is generated. It considers a period of 120 days and con-
tains 4 members. Note that the user loyalt did not interact with
anyone and therefore has no edge with other users. Clicking on the
Trust Graph button, it generates the trust graph shown in Fig. 7. As
loyalt did not interact with any user, it does not appear in the trust
graph, since the trust estimated value to others would be zero.

5.4.1. Partial and final edges
In order to show how we used the evidence extraction techniques

presented in Section 5.2, we will demonstrate how the partial and final
edges were created considering the pull requests 135 and 138 (Figs. 8
and 9), in which there is an interaction between cdzombak and
dzlobin. Fig. 10 illustrates the partial and final edges between
cdzombak and dzlobin added to the graph of relations during the
calculus of trust estimation. Bellow we explain how the values of each
of these edges were calculated:

Sentiment For each comment of dzlobin in pull request 135 and
138 we add a PSentiment edge having the weight 1, since the
polarity found in these reviews are positive. The final edge
Sentiment from dzlobin to cdzombak has weight 1, because it is
the proportion of edges PSentiment weighing 1.
Similarity The value of the Similarity edge is the similarity between
cdzombak and dzlobin, which was calculated based on location,
watched projects and followed users.

Fig. 5. Main screen.

Fig. 6. Initial graph of relations.

Fig. 7. Trust graph.

Fig. 8. Pull request 135.

Fig. 9. Pull request 138.
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Collaboration The value of Collaboration edges are calculated
based on the initial graph of relations. Looking at Fig. 6, we note
that dzlobin interacts in pull requests 135 and 138, in both cases
with cdzombak, which takes the value 1 (100% of dzlobin’s in-
teractions are with cdzombak). Since cdzombak interacts in pull
requests 134, 135, 137 and 138, and in these four only two are with
dzlobin, the edge Collaboration from cdzombak to dzlobin has
value 0,5.
KnowledgeAcceptance Pull requests 135 and 138 were created by
cdzombak but only 138 was merged, which creates a
PKnowledgeAcceptance edge with value 1. The edge
KnowledgeAcceptance from cdzombak to dzlobin has value 0,5
because half of the cdzombak’s pull requests in which dzlobin had
interacted were merged.
Mimicry dzlobin’s comments in pull requests 135 and 138 have no
word equal to the descriptions provided by cdzombak, so the two
edges PMimicry from cdzombak to dzlobin are 0. As the Mimicry
edge is the simple average of PMimicry edges, its value is also 0.
Assign There is no assignment in this example, so the edges
PAssign and Assign were not added to the graph.

5.4.2. Using outputs
The framework ARSENAL-GSD provides two outputs: the graph of

relations and the trust graph. With the graph of relations managers can
analyze members who interact most on the team, those who are more
involved in a project. Members with these characteristics have a great
chance to possess a wider knowledge of the project and are ideal for
training new members, and also to coordinate the team. In the case of
the graph of relations in Fig. 6, we see that cdzombak would be this a
member, since he is involved in all interactions and is a very active
member compared to others.

The trust graph is the main output of the framework. Consider the
following situation: the project manager should allocate two people to
perform a new task. Which two members he should choose for the ac-
tivity to be carried out as quickly as possible, but with quality?
ARSENAL-GSD can help the manager to make that decision. During this
work, we listed many benefits presented by teams high trust. As a
matter of fact, several of these benefits were considered as evidence of
trust existence, as the quality of outputs, cohesion, motivation. These
characteristics are essential for GSD and ensure greater efficiency for
the team, so the best action would be to allocate members who have a
higher level of trust between them. Considering the graph in Fig. 7 and
taking into account that all members have the necessary skills to

perform the task at hand, the best action would be to allocate
cdzombak and dzlobin ( + =0.18 0.56 0.74) for this team.

The graph of relations and trust graph can also be used together to
monitor the level of trust among team members. Suppose that in a new
trust graph, generated 30 days after the trust graph in Fig. 7, the value
of the edge from dzlobin to cdzombak fell to 0.42, a down 25%. The
manager should find out what caused this drop in trust and assess what
measures it should take to restore trust. The relationship graph can be
used in conjunction to see which trust evidence estimative was affected.

6. The survey

Until this section we described the framework ARSENAL-GSD and
how it can be used. Since we do not know of any versioning system
dataset with trust annotations we considered that all trust evidences
had the same weight in order to estimate trust, however this is not the
best way to set up the weights. It would be ideal to set weights and
evaluate framework’s efficiency, that we executed some machine
learning algorithm over an annotated dataset from which we could
learn the best weight for each evidence extraction technique. Once we
set up the weights, experiments could evaluate ARSENAL-GSD’s effi-
ciency by comparing its estimation with the annotations in the dataset.
As it was not possible to carry out these tasks, we chose to perform a
survey.

According to Kasunic [62], a survey is “a data-gathering and ana-
lysis approach in which respondents answer questions or respond to
statements that were developed in advance”, whose development
comprises seven steps. When conducted properly, it is possible to
generalize the results to a lot of people from a subset of them. The steps
for our survey are detailed in the following sections.

6.1. Identify research objectives

This survey aimed to answer two questions:

• Q1: Considering that the weights of each evidence extraction tech-
nique have been defined empirically. Among the evidence presented
in Fig. 1, how important each one is to estimate trust?

• Q2: Several formulas were created to extract evidences (evidence
extraction techniques). Are these formulas suitable for the capture of
these evidences?

6.2. Identify and characterize the target audience

Our target audience are people from software engineering area with
a degree in a course in the area, preferably those with knowledge in
GSD and versioning systems that work in industry.

6.3. Design the sampling plan

The subject selection was by convenience. The questionnaire was
distributed to known people who matched the target audience de-
scription for this survey. We also asked some of them, specifically the
ones which were working as part of virtual teams, to forward the
questionnaire to their co-workers. We personally distributed it to 53
people, and got 27 responses.

6.4. Design and write the questionnaire

The questionnaire was developed using Google Forms3 and fol-
lowing the guidelines of [62]. It was divided into four sections: (i)
survey description, as well as the term of participation; (ii) the subjects’
characterization with six questions about degree level, profession and

Fig. 10. Edges between cdzombak and dzlobin in graph of relations.

3 https://www.google.com/forms/about/.
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knowledge about the issues addressed; (iii) evidences validation, with
10 questions regarding the importance of trustworthiness antecedents
and evidences, and (iv) formulas validation, with 11 questions about
the formulas used for evidence extraction. In addition to these issues,
the sections (ii) and (iii) contained an open question for suggestions/
complaints. In order to help subjects in answering the questions, a
document describing the framework, the evidences considered, and the
formulas was made available.

For future reference, the questionnaire questions were:

1. Subjects characterization
(a) Degree level
(b) What is your current company/institution?
(c) What is your current position?
(d) What is your knowledge and experience with global software

development (GSD)?
(e) What is your knowledge and experience with GitHub?
(f) What is your knowledge and experience with Sentiment

Analysis/Opinion Mining?
2. Evidences validation

(a) For each evidence, how important is it for trust estimation (0-
unimportant-9 very important)? (Question as table - 6 questions
at all)

(b) For each trustworthiness antecedent, how important is it for
trustworthiness estimation (0-unimportant-9 very important)?
(Question as table - 4 questions at all)

3. Formulas validation
(a) For each evidence, is the formula used to calculate it valid and

adequate? (Question as table - 6 questions at all)
(b) For each trustworthiness antecedent, is the formula used to

calculate it valid and adequate? (Question as table - 4 questions
at all)

(c) is the formula to estimate trust valid and adequate?

6.5. Pilot test the questionnaire

The pilot test was conducted with two PhDs, one from global soft-
ware development area and one from natural language processing area.
The issues raised were corrected.

6.6. Analyze the results and write a report

Fig. 11 presents charts with response frequencies for questions
about subjects’ characterization. From the subjects who answered the
questionnaire, 5 are graduates, 10 are masters and 12 are PhDs, most of
whom (14) are teachers/researchers in higher education institutions.
Regarding the knowledge about this work domain, except for sentiment
analysis, in which the vast majority answered none/basic, the subjects
have a rate of 1 (none/basic):2 (medium/high) with few occurrences of
none answers.

The chart in Fig. 12 present the frequency of responses regarding
the importance of each evidence to estimate trust and trustworthiness
antecedents to estimate trustworthiness, respectively. For these ques-
tions, we got varied answers. Some values have a higher frequency, but
no chart presented a response with 48% frequency or more.

Finally, Fig. 13 present the answers about validity of evidence ex-
traction, trustworthiness antecedents and trust formulas, respectively.
Note that for all formulas, at least 74% of the subjects chose Yeah,
good enough or Yes, perfect.

Table 5 presents descriptive statistics for the responses of Fig. 12.
From this table we can answer the research question Q1, using the
averages as weight for evidence and antecedents. This is the reason why
we used a 10-point Likert scale, to facilitate the mapping of these
averages to weights. These weights represent the importance of each

Fig. 11. Response frequencies - Subjects characterization.
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evidence to estimate the trust and each antecedent to estimate some-
one’s trustworthiness. Thus, applying the same procedure to propagate
the weight from trust evidences and trustworthiness antecedents to
evidence extraction techniques used in Section 5, we get the new values
for α: =α 5.23,1 =α 1.79,2 =α 9.68,3 =α 7.53,4 =α 8.625 e =α 7.046 .
Fig. 14 presents ARSENAL-GSD with new −α1 6 values.

With survey data we decided to examine whether there is a statis-
tically significant difference between the importance in values of trust
evidence and trustworthiness antecedents provided by participants with
no knowledge or theoretical knowledge about GSD and participants
with average or high knowledge. For this we used the statistical test T-
test, if the data follows a normal distribution, or the Mann-Whitney test,
if the data does not follow a normal distribution. To test whether the
data follow a normal distribution or not we used the Shapiro–Wilk

normality test that has two hypotheses:

Null hypothesis (H0): Data follows a normal distribution.
Alternative hypothesis (H1): Data does not follow a normal dis-
tribution.

In Table 6 we split subjects into two sets according to the knowledge
and experience in GSD: None/Theoretical and Medium/High. For both
sets and for each evidence, we applied the Shapiro–Wilk test to de-
termine if the data follows a normal distribution. The test result, p-
value, can be seen in the second and third column. When the value is
less than .05, we reject the null hypothesis (H0) test, accepting the
alternative hypothesis (H1). These values are presented in blue and red,
meaning that the set follows a normal distribution or not respectively.
For each evidence, when the two sets follow a normal distribution, we
used a parametric test. This analysis is presented in the last column.

Based on results from Table 6, we chose to use T-test or Mann-
Whitney test. For T-test the hypothesis are:

Null hypothesis (H0): There is no difference between means.
Alternative hypothesis (H1): The difference between means is
different from 0.

To Mann-Whitney test hypothesis are:

Null hypothesis (H0): The location shift is equal to 0.
Alternative hypothesis (H1): The location shift is different from 0.

Fig. 12. Response frequencies - Evidences/Antecedents vali-
dation.

Fig. 13. Response frequencies - Formulas validation.

Table 5
Descriptive statistics - Evidences and trustworthiness antecedents.

Evidences/Antecedents Mean Variance Standard deviation

Knowledge Acceptance 6.59 3.64 1.91
Collaboration 7.04 3.81 1.95
Trustworthiness 7.52 3.41 1.85
Delegation 5.56 5.26 2.29
Mimicry 5.23 3.89 1.97
Positive Tone 5.92 4.76 2.18
Ability 7.00 4.85 2.29
Dependability 6.81 4.16 2.20
Communality 6.18 3.77 1.94
Benevolence 5.96 4.96 2.23
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Table 7 presents the test used and its result for each trust evidence
and trustworthiness antecedent. Note that all results, except for mi-
micry, were higher than 0.05, so we cannot reject the null hypothesis
(H0). Therefore, we can conclude with 95% of confidence that these

trust evidences and trustworthiness antecedents has the same im-
portance independent of knowledge in GSD.

As we obtained a p-value of .01968, pointing that exists a difference
based on the GSD knowledge of our subjects, we applied the test again

Fig. 14. Framework ARSENAL-GSD with adjusted weights.

Table 6
Results for Shapiro-Wilk normality test.

Evidences/Antecedents None/Theoretical Medium/High Parametric?

Knowledge Acceptance 0.05477 0.1638 Yes
Collaboration 0.06571 0.02667 No
Trustworthiness 0.00069 0.00564 No
Delegation 0.32610 0.2009 Yes
Mimicry 0.40500 0.02577 No
Positive Tone 0.67240 0.42720 Yes
Ability 0.00735 0.05128 No
Dependability 0.00968 0.30070 No
Communality 0.66300 0.03576 No
Benevolence 0.5055 0.02114 No

Table 7
Test results.

Evidences/Antecedents Test Result

Knowledge Acceptance T-test 0.90680
Collaboration MannWhitney 0.9789
Trustworthiness MannWhitney 0.45970
Delegation T-test 0.16730
Mimicry MannWhitney 0.01968
Positive Tone T-test 0.39260
Ability MannWhitney 0.57880
Dependability MannWhitney 0.31980
Communality MannWhitney 0.1574
Benevolence MannWhitney 0.238
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but with a different alternative hypothesis: The location shift is less than 0
and obtained a p-value of .00984 telling that mimicry is more important
for subjects with higher knowledge in GSD.

Based on Table 5 where the lowest average was 5.23, we observe
that all these evidences are important for trust estimation. In an open
question about possible trust evidences, subjects suggested:

• Number of defects in commits, and rework. The intuition behind the
first suggestion is that the greater the number of defects generated
by a person’s commit, the less is this person’s trustworthiness. In a
similar way, the intuition on the second suggestion is that the more
members have to redo the work done by a person, the less reliable
she is. Both suggestions of evidence are not relevant since we use
pull requests, they tend to be accepted only when they are correct
(would not need someone to redo it) and not cause problems to the
project (no defects). Thus, these suggestions are in some way cov-
ered by the knowledge acceptance evidence extracted analyzing
merges.

• Clear and detailed feedback: the subject said that it supports the
feeling of team and collaboration. It’s a good suggestion however
there is no way to determine if a feedback is clear and detailed
automatically.

• How supportive is the person: the subject suggested to use the fre-
quency of PR accepted in other projects. We believe that it could be
a good evidence, and will analyse it in a future work.

To tabulate answers about formulas validity we considered 0 =not,
1=Regular, 2 = Yes, good enough, and 3 = Yes, perfect.
Table 8 presents descriptive statistics for the answers about formulas
validity. We used a Likert scale in these answers, so there is no point in
presenting the mean, variance and standard deviation as it will not have
meaning. Therefore, the table shows the median (value that divides the
data in half), mode (value that repeats the most) and range (difference
between the highest and lowest value). As we can see all the formulas
obtained median and mode equal to 2, then we can consider that the
formulas were considered valid, thus answering the question Q2. All
formulas got an amplitude of 3 because one subject did not fell capable
of evaluating the formulas and answered no for all of them.

In a similar manner to what we did with the importance of the
evidence and antecedents, we analyze whether there is a dependency
between the level of knowledge/experience in GSD and acceptance and
rejection of the formulas. For this we consider the answers not and
Regular as rejection, and the answers Yeah, good enough and Yes,
perfect as acceptance. In order to analyze this dependence, we used
Fisher’s exact test that has the following assumptions:

Null hypothesis (H0): Both variables (knowledge/experience and
acception) are independent.
Alternative hypothesis (H1): Both variables are dependent.

Table 9 presents the distribution of responses grouped by accept/

reject according to the knowledge/experience in GSD as well as the p-
value obtained in Fisher’s exact test. Since none of the formulas has p-
value < .05, the null hypothesis (H0) cannot be rejected, and there-
fore, we consider that there is no dependence between knowledge/ex-
perience in GSD and accept/reject the formulas.

At the end of the survey there was an open question where subjects
could provide suggestions or complaints about the framework. Below
we list the suggestions/complaints provided:

• Knowledge acceptance has a relationship with dependability: Some trust
evidences and trustworthiness antecedents are related to each other,
but these relations were not addressed in our work. This analysis is a
suggestion for future work.

• It is strange delegation to be binary: In delegation we chose to analyze
whether there is trust to delegate a task, a pull request. If someone
delegate more pull requests for one person than for another means
he gave more work to one than to another, this would be the evi-
dence quantum of work. However, it is not possible to estimate this
evidence since we do not know how much is a lot of work on the
project context with the information we have.

• Mimicry is not very significant for trust since as members spend more
time working together they end up “speaking the same language”: from
our point of view these members come to “speak the same language”
precisely because trust develops among members over time.

• Using statistical TF-IDF to calculate mimicry: one subject suggested
that TF=IDF would be a more robust metric to calculate vocabulary
similarity. This analysis is a suggestion for future work.

• Study interference of more than two members in the formulas: As our
work focuses on trust between two members, there is no need to
analyze the interference of other members. We are just interested in
what a member think of the other.

• Simplifying trust formula to take into account computations already
performed: ARSENAL-GSD takes into account the computations al-
ready performed, but does it through the relationships graph. The
data that can be reused are kept in the graph of relation for the next
trust estimation.

• Mimicry would consider discourse: however we did not find a way to
consider the discourse when estimating mimicry.

6.7. Threats to validity

Below we list the threats to the validity of this work:

Threats to conclusion validity: the biggest threat is regarded with the
number of subjects who answered our survey. We got only 27 subjects.
However, the vast majority of subjects have knowledge in GSD, and
67% of them have practical knowledge. As we focus on trust, a concept
that everyone knows, subjects’ contributions were significant.

Table 8
Descriptive statistics - Formulas.

Formulas Median Mode Range

Knowledge Acceptance 2 2 3
Collaboration 2 2 3
Trustworthiness 2 2 3
Delegation 2 2 3
Mimicry 2 2 2
Positive Tone 2 2 3
Ability 2 2 3
Dependability 2 2 3
Communality 2 2 3
Benevolence 2 2 3
Trust 2 2 3

Table 9
Responses distribution grouped by knowledge in GSD as Accept/Reject together with
Fisher’s test result.

Formulas None/Theoretical Medium/High Fisher

Accept Reject Accept Reject

Knowledge Acceptance 8 1 13 5 0.6279
Collaboration 8 1 14 4 0.6361
Trustworthiness 7 2 13 5 1
Delegation 7 2 15 3 1
Mimicry 9 0 15 3 0.5292
Positive Tone 7 2 13 5 1
Ability 8 1 14 4 0.6361
Dependability 8 1 16 2 1
Communality 8 1 17 1 1
Benevolence 8 1 12 6 0.3632
Trust 8 1 15 3 1

G.A.M.d. Cruz et al. Information and Software Technology xxx (xxxx) xxx–xxx

14



Threats to construct validity: the pilot test was conducted to en-
sure that the questionnaire and the document needed to answer it
were appropriate. The suggestions obtained in the pilot test were
analyzed and the problems found were corrected.
Threats to internal validity:
Difference between subjects: 33% of the subjects had no
knowledge/experience in GSD or it was only theoretical, and the
others had medium/high (practice) knowledge/experience in
GSD. In order to analyze the effect of this difference in knowl-
edge/experience, we applied tests to analyze whether there were
differences in their responses.
Subjects response accuracy: subjects received a document ex-
plaining the framework, the evidences considered and formulas
used on which were based the survey questions. However one of
them said that it was difficult to follow the questionnaire with the
document provided, the other subjects did not mention it.
Fatigue effect: we consider that a subject would take on average
30 min to read and answer the questionnaire, but to ensure that
there was no problem with the fatigue, questionnaire was avail-
able online for a period of 30 days.
Knowledge about mathematical formulas: one subject did not
feel capable of evaluating the formulas and another mentioned
that he is not an expert and the formulas should be reviewed by
some specialist in the subject.
Other important factors: it is likely that there was no influence
between the participants since the questionnaire was available
online and each participant responded it at a different time,
probably at a different location, since various participating work
in different locations, some in different states.

• Threats to external validity: preferably we tried to get participants
that work or have worked with GSD, but as few participants re-
sponded to the invitation, we extended it to people who have
knowledge even if only theoretical on GSD. As the main topic cov-
ered in the questionnaire is interpersonal trust, we believe that this
difficulty has been toned down. Another threat was the subjects
selection method that was by convenience.

7. Conclusions

The efficiency of a GSD team is directly tied to trust among team
members. The higher is the trust, the lower is the project costs. Trust
also increases communication and facilitate cooperation, coordination,
knowledge and information sharing, which improve the quality of
generated products.

Motivated by the importance of trust for these teams, we presented
an automatic framework to estimate trust existence among members of
a GSD team. It uses versioning systems, a collaborative tool used in
software development, as a data source. To design the framework, we
used some of the trust evidences presented in the literature that can be
extracted from versioning systems data. One of the main features of the
proposed framework is the use of sentiment analysis to extract some of
these evidences, for example, the positive tone of the conversations.

The main contribution of this paper is in the mapping of trust evi-
dences and elements of trust models that can be captured using senti-
ment analysis. We expect ARSENAL-GSD to provide a better estimative
of trust existence than general automatic models in the literature since
it uses sentiment analysis and a rich set of evidences. Employing sen-
timent analysis enables us to extract something unique for each person,
thus adding subjectivity to our estimative, which is an important
characteristic of trust. This subjectivity cannot be captured with the use
of metrics, which are generally used in automatic models. GSD man-
agers can benefit from ARSENAL-GSD to create teams with higher trust
levels and to monitor trust level variations, so actions can be taken
when the trust level decreases.

We also contributed with an implemented instance of the frame-
work that works with GitHub and SentiStrength. The choice for

SentiStrength was based on the performance analysis of three publicly
available tools applied to a set of pull requests comments, which were
manually annotated for this purpose. The annotation process and the
observed disagreements between annotators evidenced the subjective
nature of the polarity classification and the need for further research
aiming at constructing a more consistent gold standard for this domain.
We point out, however, that the evaluation of these tools was not the
focus of this work, since the framework is not conceptually tied to a
specific sentiment analysis tool.

We lament the lack of a trust annotated GitHub database, allowing
us to validate ARSENAL-GSD against real data. As we do not have this,
we considered initially all evidence weights the same. However, after
we performed a survey to evaluate the importance of each trust evi-
dence and trustworthiness antecedent, we observed that each of them
have a different importance. With the results of the survey we suggested
new weights for the evidences.

All evidence extraction techniques were considered by the subjects
of the survey as good enough, but not perfect, and therefore it can be
further improved. The suggestions and complaints provided by the
participants were analyzed and those that can be applied will be con-
sidered in new versions and future work. As all evidences were con-
sidered relevant and their extraction techniques were considered ade-
quate, although we did not evaluate the framework in practice, such
evidence lead us to believe that the framework is adequate to estimate
trust existence among members of GSD teams.

As future work, we foresee: (i) the addition of other trust evidences
to the framework, (ii) to improve our evidence extraction techniques
that are not perfect as we could see on the survey and to validate them
with experts in mathematical formulas, (iii) to replicate the survey in
order to corroborate our results, (iv) to investigate sentiment analysis
methods and tools as well as aspects related to the construction of gold
standards focusing on the software engineering domain, (v) to monitor
a real project, allowing us to collect trust information about team
members in order to compare it with the results given by ARSENAL-
GSD, and (vi) to implement applications that use ARSENAL-GSD.
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