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Personnel specifications have greatest impact on total efficiency. They can help us to design work envi-
ronment and enhance total efficiency. Determination of critical personnel attributes is a useful procedure
to overcome complication associated with multiple inputs and outputs. The proposed algorithm assesses
the impact of personnel efficiency attributes on total efficiency through Data Envelopment Analysis
(DEA), Artificial Neural Network (ANN) and Rough Set Theory (RST). DEA has two roles in the proposed
integrated algorithm of this study. It provides data ANN and finally it selects the best reduct through
ANN result. Reduct is described as a minimum subset of attributes, completely discriminating all objects
in a data set. The reduct selection is achieved by RST. ANN has two roles in the integrated algorithm. ANN
results are basis for selecting the best reduct and it is also used for forecasting total efficiency. The pro-
posed integrated approach is applied to an actual banking system and its superiorities and advantages are
discussed.

� 2010 Elsevier Ltd. All rights reserved.
0. Significance

This is the first study which proposes an integrated algorithm
for assessment of the impact of personnel efficiency attributes on
total efficiency through Data Envelopment Analysis (DEA), Artifi-
cial Neural Network (ANN) and Rough Set Theory (RST). The out-
come helps managers to construct helpful system to forecast
efficiencies by selected attributes. The integrated algorithm is suc-
cessfully applied to 102 branches of a large private bank, evaluat-
ing personnel attributes impact on bank branches efficiencies. The
results of this study show that four subsets of conditional attri-
butes with total number of nine attributes from 28 attributes have
a critical impact on the accuracy of the optimal solution. This
reduction in attributes number decrease the time of decision-mak-
ing and consequently reduces the cost of efficiency evaluation.
1. Introduction

Efficiency is a key concept for organizations. Too many immea-
surable influences and complex relationships among attributes
influence efficiency in organizations. Efficiency relevant to human
attributes is a goal that is rarely questioned in contemporary orga-
ll rights reserved.
nizations. As personnel specifications have greatest impact on effi-
ciency, they can help us to design work environments and enhance
total efficiency. As providing information on multiple input and
output factors are a complicated and time-consuming procedure,
determining critical personnel attributes is useful. The purpose of
proposed integrated algorithm in present study is to alert manage-
ment to the important attributes that should be considered if an
effective decision to enhance efficiency is to be formulated. This
is because there is a great desire to identify the critical attributes
for sensitivity analysis of inefficient decision-making units (DMUs)
regarding efficiency attributes. The algorithm proposes an analytic
function that predicts these attributes exactly. This model is appli-
cable for all problems associated with decision-making in organi-
zations composed of decision-making units (DMUs) and will be
valuable for executives and senior managers. The outcome helps
managers to construct helpful system to forecast DMUs efficiency
by selected attributes. Furthermore, reduction in attributes num-
ber decrease the time of decision-making and consequently re-
duces the cost of efficiency analysis.

The integrated algorithm uses Data Envelopment Analysis
(DEA), ANN and Rough Set Theory (RST). DEA has two roles in
the proposed integrated algorithm of this study. It provides data
ANN and finally it selects the best reduct. Reduct is described as
a minimum subset of attributes, completely discriminating all ob-
jects in a data set. The reduct selection is achieved by RST. ANN has
two roles in the integrated algorithm. ANN results are basis for
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selecting the best reduct and it is used for forecasting total
efficiency. The proposed algorithm is applied to an actual banking
system.

Weakness of DEA in forecasting is the reason to use ANN (Wu,
Yang, & Liang, 2006). ANN has been viewed as a good tool to
approximate nonlinear problems and is useful for manager in pre-
dicting system (Cybenko, 1989; Patuwo, Hu, & Hung, 1993). In
addition, RST and ANN are combined to construct the forecasting
feature of the proposed algorithm. The best reduct is selected when
ANN performance is at its best with the selected reduct. In order to
apply necessity available error measurement of ANN in best reduct
determination procedure, DEA is used.

1.1. ANN and efficiency

Athanassopoulos and Curram (1996) first introduced the idea of
combination of neural networks and DEA for classification and/or
prediction. They treated DEA as a preprocessing methodology to
screen training cases in a study. Their application is bank with mul-
ti-output: 4 inputs, 3 outputs. After selecting samples, the ANNs
are then trained as tools to learn a nonlinear forecasting model.
They assume that inefficiency distributions are semi-normal and
exponential and conclude that DEA is superior to ANN for measure-
ment purpose. Their study indicates that ANN results are more
similar with the constant returns to scale and less with the variable
returns to scale results. The latter, is a consequence of the implicit
assumption of constant returns to scale adopted by the ANN
models.

Costa and Markellos (1997) analysed the London underground
efficiency with time series data for 1970–1994 where there are 2
inputs – fleet and workers – and 1 output – km s. They explain
how the ANNs results are similar to COLS and DEA. They proposed
two procedures: (a) similar way to COLS after neural training; (b)
by an oversized network until some signal to noise ratio is reached.
Then, inefficiency is determined as observation-frontier distance.
However, ANNs offer advantages in the decision-making, the im-
pact of constant versus variable returns to scale or congestion areas
(Costa & Markellos, 1997). Santin and Valino (2000) study on edu-
cation efficiency by a two-level model: student – production func-
tion is estimated by ANNs – and school. They infer that ANN is
superior to econometric approach at frontier estimation. Pendhar-
kar and Rodger (2003) used DEA as a data screening approach to
create a sub sample training data set that is ‘approximately’ mono-
tonic, which is a key property assumed in certain forecasting prob-
lems. Their results indicate that the predictive power of an ANN
trained on the ‘efficient’ training data subset is stronger than the
predictive performance of an ANN trained on the ‘inefficient’ train-
ing data subset. Santin, Delgado, and Valino (2004) used a neural
network approach for a simulated nonlinear production function
and compared its performance with conventional alternatives such
as stochastic frontier and DEA in different observations and noise
scenarios. The results suggested that ANNs are a promising alterna-
tive to conventional approaches, to fit production functions and
measure efficiency under nonlinear contexts. Wu et al. (2006) pre-
sented a DEA–NN study for performance assessment of branches of
a large Canadian bank. The results are operable to the normal DEA
results overall. They concluded that the DEA–NN approach pro-
duces a more robust frontier and identifies more units that are effi-
cient because better performance patterns are explored.
Furthermore, for worse performers, it provides the guidance on
how to improve their performance to different efficiency ratings.
Ultimately, they concluded the neural network approach requires
no assumptions about the production function (the major draw-
back of the parametric approach) and it is highly flexible. ANNs
have been viewed as a good tool to approximate numerous non-
parametric and nonlinear problems.
Azadeh, Ghaderi, Anvari, and Saberi (2006a), Azadeh, Ghaderi,
Anvari, Saberi, and Izadbakhsh (2007) and Azadeh, Ghaderi, Anvari,
and Saberi (2007) proposed a highly unique flexible ANN algorithm
to measure and rank the decision-making unit’s (DMUs) efficiency.
Their algorithm calculated efficiency score of Iran steam power
plants in 2004. Results indicate that the proposed algorithm esti-
mates the values of efficiency scores closer to the ideal efficiency.
They concluded that the propose algorithm estimates more robust
results and more efficient units than the conventional approach
because better performance patterns are explored. In addition,
they proposed a method to integrate their pervious algorithm
(Azadeh, Anvari, & Saberi, 2007, 2008).

1.2. Rough Set Theory

Several immeasurable influences and complex relationships
among attributes impact efficiency in organizations. Rough Set
Theory (RST) proposed by Pawlak, is one of the techniques for
the identification and recognition of common patterns in data
Pawlak (1982, 1991). This technique has found applications in
knowledge discovery from data bases, data mining, fault diagnosis,
machine learning, knowledge acquisition, expert systems and deci-
sion support systems (Błaszczyński, Greco, & Słowiński, 2007; Fan,
Liu, & Tzeng, 2007; Inuiguchi & Miyajima, 2007). It is also used to
study uncertainty (Beynon & Peel, 2001; Lili & Zhi, 2001; Ziarko,
1993), prediction (Becerra-Fernandez, Zanakis, & Walczak, 2002;
Kusiak, Kern, Kernstine, & Tseng, 2000; Sanchis, Segovia, Gil, Heras,
& Vilar, 2007), service organizations (Chou, Cheng, & Chang, 2007;
Hassanien, 2007; Kowalczyk & Slisser, 1997; Sikder & Gangopad-
hyay, 2007; Tsumoto, 1997), financial firms (Ravi Kumar & Ravi,
2007; Ruhe, 1996; Shyng, Wang, Tzeng, & Wu, 2007), and schedul-
ing problems (Liu, Chen, Wu, & Li, 2006; Triantaphyllou, Liao, &
Iyengar, 2002). Stefanowski and Slowinski have studied rough sets
as a tool for feature selection by studying attribute dependencies
(Stefanowski & Slowinski, 1997). Kusiak and Tseng (2000) have
proposed two independent algorithms for accurate feature selec-
tion in medical, industrial and engineering case studies. Others like
Xia and Wu discusses feature extraction technique of Rough Set
Theory for supplier selection to select best suppliers according to
different tangible and intangible attributes (Xia & Wu, 2007).
Moreover, there are some other application of Rough Set Theory
to feature selection in customer relationship management (Tseng
& Huang, 2007), product quality evaluation (Zhai, Khoo, & Fok,
2002) and healthcare (Wang, Yang, Jensen, & Liu, 2006). However,
existing heuristic rough set approaches to feature selection are
insufficient at finding optimal reductions. On the other hand, it is
not feasible to search for optimal in even in average sized datasets.
Therefore, the combination of this method by other robust data
mining tools may help practitioners to go further into feature
selection to obtain more accurate results.

1.3. Data Envelopment Analysis

DEA is a non-parametric method that uses linear programming
to calculate the efficiency in a given set of decision-making units
(DMUs). The DMUs that make up a frontier envelop, the less effi-
cient firms and the relative efficiency of the firms is calculated in
terms of scores on a scale of 0 to 1, with the frontier firms receiving
a score of 1. DEA models can be input or output oriented and can be
specified as constant returns to scale (CRS) or variable returns to
scale (VRS).

1.4. Artificial Neural Networks

An Artificial Neural Network (ANN) is an information-process-
ing paradigm that is inspired by the way biological nervous sys-
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tems, such as the brain, process information. Although ANNs arose
to model the brain, they have been applied when there is no theo-
retical evidence about the functional form. In this way, ANNs are
data-based, not model-based. The key element of this paradigm
is the novel structure of the information-processing system. It is
composed of a large number of highly interconnected processing
elements (neurons) working in unison to solve specific problems.
ANNs, like people, learn by example. An ANN is configured for a
specific application, such as pattern recognition, function approxi-
mation, data classification and so on in different areas of science.
ANNs are normally arranged in three layers of neurons, the so-
called multilayer structures are input, hidden and output layers.
Input layers, which are neurons (also called nodes or processing
units), introduce the model inputs. Hidden layers combine the in-
puts with weights that are adapted during the learning process.
Output layer provides the estimations of the network. Multi Layer
Perceptron (MLP) is used as the basis of ANN in this study.
2. The integrated algorithm

Personnel specifications have greatest impact on organizational
efficiency. They can help us design work environments and en-
hance total efficiency. As providing information on multiple input
and output factors are a complicated and time-consuming proce-
dure, determining critical personnel attributes is useful. The pur-
pose of proposed integrated algorithm in present study is to alert
management to the important attributes that should be considered
if an effective decision to enhance total efficiency is to be formu-
lated. The algorithm proposes an analytic function that predicts
these attributes exactly.

There are two competing paradigms on efficiency analysis.
Parametric and non-parametric approaches are widely used for
the efficiency measurement. The first include the estimation of
both deterministic and stochastic frontier functions (SFF) which
is based on the econometric regression theory and has been widely
accepted in the econometrics field. The latter include DEA and Free
Disposal Hull (FDH), which are based on a mathematical program-
ming approach. Each of these two methodologies has its strength
as well as major limitations.
DMUs efficiency calculation with DEA

Decision system development
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Fig. 1. An integrated DEA–ANN–Rough Set Theory Algorithm fo
The non-parametric approach makes no assumption about the
functional form of the frontier. Instead, it specifies certain assump-
tions about the underlying technology that in combination with
the data set allows the construction of the production set. For in-
stance, the DEA frontier is very sensitive to the presence of the out-
liers and statistical noise, which indicates that the frontier derived
from DEA analysis, may be warped if the data are contaminated by
statistical noise (Bauer, 1990). On the other hand, DEA can hardly
be used to predict the performance of other decision-making units.

The integrated algorithm uses Data Envelopment Analysis
(DEA), ANN and Rough Set Theory (RST). DEA has two roles in
the proposed integrated algorithm of this study. It provides data
for ANN and finally it selects the best reduct. Reduct is described
as a minimum subset of attributes, completely discriminating all
objects in a data set. The reduct selection is achieved by RST.
ANN has two roles in the integrated algorithm. ANN results are ba-
sis for selecting the best reduct and it is also used for forecasting
total efficiency. The proposed algorithm is applied to an actual
banking system.

The weakness of DEA in forecasting is the reason to utilize ANN
in our proposed algorithm (Wu et al., 2006). ANN has been viewed
as an ideal tool to approximate nonlinear problems and is also a
useful approach forecasting issues. This is why it is used as a part
of our algorithm (Cybenko, 1989; Patuwo et al., 1993).

As numerous inputs are not useful for ANN modeling, Rough Set
Theory and ANN are combined to resolve this issue. The number of
inputs affects ANN in two ways. First, more inputs require larger
network and this increases the risk of over fitting and increases
the size of training set. Second, more inputs require longer time
for network to converge to a set of weights. In addition, with too
many inputs, the weights are less likely to be optimal. This is
why we use RST in the proposed algorithm. Principle Component
Analysis (PCA) and Factor Analysis (FA) could be also used for
reduction in a data set. However, RST provides independent re-
ducts, whereas, PCA or FA provide combined data. The best reduct
is selected when ANN performance is at its best with the selected
reduct. DEA is used to use available error measurement in reduct
selecting procedure. The stages involved in the proposed algorithm
are illustrated in Fig. 1. The components of the algorithm are pre-
sented in the following sections.
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Table 1
Five-object data set.

Object no. F1 F2 F3 F4 D

1 0 1 0 2 0
2 1 1 0 2 2
3 0 0 0 1 0
4 0 1 1 0 1
5 0 0 1 3 0
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2.1. Step 1: DMUs efficiency calculation with DEA

This stage is involved with efficiency calculation of DMUs. DEA
is a multivariate analysis tool that measures the relative efficien-
cies of a set of DMUs and its benefits are clearly understood (Aza-
deh, Amalnick, Ghaderi, & Asadzadeh, 2007; Azadeh, Ghaderi, &
Izadbakhsh, 2007). It effectively considers multiple inputs and out-
put factors in computing the efficiency scores. As efficiency scores
vary on different selection of inputs and outputs, we should utilize
an accurate DEA specification for each particular case (Serrano Cin-
ca, Mar Molinero, & Chaparro García, 2002).

2.1.1. Basic models of DEA
The original fractional CCR model (1) evaluates the relative effi-

ciencies of n DMUs (j = 1� � �n), each with m inputs and s outputs de-
noted by x1j, x2j, . . ., xmj and y1j, y2j, . . ., ysj, respectively (Charnes,
Cooper, & Rhodes, 1978). This is done so by maximizing the ratio
of weighted sum of output to the weighted sum of inputs:

Max h ¼
Ps

r¼1uryroPm
i¼1v ixio

s:t

Ps
r¼1uryrjPm
i¼1v ixij

� 1; j ¼ 1; . . . ;n; r ¼ 1; . . . ; s

ur; v i � 0; i ¼ 1; . . . ;m r ¼ 1; . . . ; s

ð1Þ

In model (1), the efficiency of DMUo is ho and ur and vi are the
factor weights. However, for computational convenience the frac-
tional programming model (1) is re-expressed in linear program
(LP) form as follows:

Max h ¼
Xs

r¼1

uryro

s:t:
Xs

r¼1

uryrj �
Xm

i¼1

v ixij � 0; j ¼ 1; . . . ;n

Xm

i¼1

v ixio ¼ 1

ur; v i � e; i ¼ 1; . . . ;m r ¼ 1; . . . ; s

ð2Þ

where e is a non-Archimedean infinitesimal introduced to ensure
that all the factor weights will have positive values in the solution.
The model (3) evaluates the relative efficiencies of n DMUs
(j = 1, . . ., n), respectively, by Minimizing inputs when outputs are
constant. The dual of linear program (LP) model for input-oriented
CCR is as follows:

Min h

s:t: hxio �
Xn

j¼1

kjxij; i ¼ 1; . . . m

yro �
Xn

j¼1

kjyrj r ¼ 1; . . . ; s

kj � 0

ð3Þ

The output-oriented CCR model is as follows:

Max h

s:t: xio �
Xn

j¼1

kjxij; i ¼ 1; . . . m

hyro �
Xn

j¼1

kjyrj r ¼ 1; . . . ; s

kj � 0

ð4Þ

If
P

kj = 1 (j = 1, . . ., n) is added to model (3), the BCC model is
obtained which is input oriented and its return to scale is variable.
The calculations provide a maximal performance measure using
piecewise linear optimization on each DMU with respect to the
closest observation on the frontier. The linear programming sys-
tem for the BCC input-oriented model is given in expression (5),
and the output-oriented model in expression (6) (refer to Charnes,
Cooper, Lewin, & Seiford (1994))

Min h

s:t: hxio �
Xn

j¼1

kjxij; i ¼ 1; . . . m

yro �
Xn

j¼1

kjyrj r ¼ 1; . . . ; s

Xn

j¼1

kj ¼ 1

kj � 0; j ¼ 1; . . . ;n ð5Þ
Max h

s:t: xio �
Xn

j¼1

kjxij; i ¼ 1; . . . m

hyro �
Xn

j¼1

kjyrj r ¼ 1; . . . ; s

Xn

j¼1

kj ¼ 1

kj � 0; j ¼ 1; . . . ;n ð6Þ
2.2. Step 2: Decision system definition

A data set or information system is a table, where each row
indicates an object and each column shows an attribute that can
be measured for each object. The input attributes are called condi-
tional and the output is called decision attribute, respectively. In
this study, the information system is comprised of decision-mak-
ing units (DMUs). Conditional attributes vary according to each
specific case of decision-making to measure their impact on DMUs
efficiencies.

2.3. Step 3: Determine the reducts through Rough Set Theory

The central concept of feature selection technique is called re-
duct that can be described as a minimum subset of attributes, com-
pletely discriminating all objects in a data set. Decision tables with
input and output attributes are the best case for reduct application.
In this situation, we compute reducts according to the value of the
output or decision attributes. Considering the data in Table 1 with
four input attributes (F1–F4) and one output feature with three
possible answers, we can obtain a reduct containing the single fea-
ture of F2 that can cluster decision class into two subsets of objects
according to F2 value in data set. One of the goals of feature selec-
tion technique is to find reducts with the smallest number of attri-
butes. Total number of reducts in an information system with m

attributes may be equal to m
½m=2�

� �
. Computing all reducts is

not a simple task and is an Np-hard problem (Banker, Charnes, &
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Cooper, 1984). But, fortunately, good heuristic algorithms includ-
ing genetic algorithm are developed for this reason (Cheng & Tit-
terington, 1994).
2.4. Step 4: Select preferred ANN for each reduct with CVTT

To estimate the quality of constructed neural network we have
employed Cross Validation Test Technique (CVTT). In CVTT, the
data set is first split into several parts. Then, one part is utilized
for testing and the rest are saved for training purpose. These steps
are repeated until all parts used as testing set. The final product of
CVTT is the mean accuracy of total runs.

As discussed by Cybenko (1989) and Patuwo et al. (1993), a sin-
gle hidden layer is sufficient in constructing neural nets. Therefore,
a single hidden layer neural network is selected in this study. To
find the appropriate numbers of hidden nodes in ANN analysis of
each reduct, following steps are performed to construct networks
with one to q nodes, where q is an optional parameter and will
be changed until the desired error is met by the algorithm.1

� Training step is performed by scaled conjugate gradient training
algorithm Neural Network Toolbox for use with MATLAB1
(2000).
� The model is evaluated by the test data through obtaining

MAPE2 error. There are four basic error estimation methods,
which are: Mean Absolute Error (MAE), Mean Square Error
(MSE), Root Mean Square Error (RMSE) and Mean Absolute Per-
centage Error (MAPE). All methods, except MAPE have scaled out-
put. Therefore, MAPE method is the most suitable method to
estimate the relative error (Azadeh, Ghaderi, Anvari, & Saberi,
2006a, 2006b; Azadeh, Ghaderi, Anvari, & Saberi, 2007; Azadeh,
Ghaderi, Anvari, Saberi, & Izadbakhsh, 2007; Azadeh, Ghaderi, &
Sohrabkhani, 2007; Azadeh, Ghaderi, Tarverdian, & Saberi, 2006,
2007).

2.4.1. Neural network modelling
Usually train data set contains 70–90% of all data and remaining

data are used for test data set (Azadeh et al., 2007). One of the
problems that occur during neural network training is called over-
fitting. The error on the training set is driven to a very small value,
but when new data is presented to the network the error is large.
The network memorizes the training examples, but it does not
learn to generalize for new situations. Early stopping method is
used for this problem. In this method, the available data is divided
into two subsets. The first subset is the training set, which is used
for computing the gradient and updating the network weights and
biases. The second subset is the validation set. The error on the val-
idation set is monitored during the training process. The validation
error will normally decrease during the initial phase of training, as
does the training set error. However, when the network begins to
overfit the data, the error on the validation set will typically begin
to rise. When the validation error increases for a specified number
of iterations, the training is stopped, and the weights and biases at
the minimum of the validation error are returned. The test set error
is not used during the training, but it is used to compare different
models. It is also useful to plot the test set error during the training
process. If the error in the test set reaches a minimum at a signif-
icantly different iteration number than the validation set error, this
may indicate a poor division of the data set.
1 In this study the value of the desired minimum error has been defined between
6% and 8% (94–92% confidences) and the value of q has been defined 20. The error is
estimated by Mean Absolute Percentage Error (MAPE).

2 Mean Absolute Percentage Error MAPE ¼ 1
N

PN
i¼1

Actualvaluei�Setpointvaluei
Setpointvaluei

��� ��� (N: the
number of rows).
2.5. Step 5: Select the best reducts by ANN results through DEA

Much of the emphasis here is selecting a good subset of condi-
tional attributes according to different data sets constructed by
RST. As all reducts have classification quality of 100% in training
data set, we may differentiate their performance in the form of
accuracy of prediction on unseen data. As selected reducts must
be used in predicting system in last step of algorithm, the best re-
duct is selected when ANN performance is at its best with the se-
lected reduct. This approach can help identify the best subset of
parameters effecting DMUs efficiencies.

We have utilized DEA method to rank reducts in this section. As
we do not know which attributes are more important for efficiency
analysis, it makes sense to use this method. Since mean scores of
error (AERRi) alone may not be appropriate in ranking reducts,
other variables, including variance (VarERRi), minimum (MinERRi)
and maximum (MaxERRi) of error rate for each reduct are consid-
ered. DEA method will effectively take into account these variables
to select a good subset of attributes after calculating reduct’s effi-
ciency score. We treated AERRi, VarERRi, MaxERRi and MinERRi for
each reduct as inputs of efficiency with the specific output of 1
to calculate efficiency of each reduct. We seek to use ANN result
and related information as much as possible with aid of mentioned
variables and DEA. MAPEijk is defined as Mean Absolute Percentage
Error of ANN, with regard to kth part of data, used as test data and
node j in the hidden layer, both related to ith reduct. Variable ERRij

is defined as ERRij = Average{MAPEijk: k = 1, 2, . . .} or average of
MAPE in all constructed ANN for ith reduct with regard to j node
in hidden layer. AERRi is defined as: AERRi = Average(ERRij). VarERRi

is defined as: VarERRi = Variance(ERRij). MaxERRi is defined as: Max-
ERRi = Max(ERRij). MinERRi is defined as: MinERRi = Min(ERRij).
2.6. Step 6: Forecasting DMUs efficiencies by selected attributes
through ANN

Finally, by selecting the best reduct, the constructed ANN for
that reduct with maximum accuracy can be utilized for forecasting
DMUs efficiency. This reduction in attributes number decreases the
time of decision-making process and consequently reduces the
cost of efficiency analysis. By constructed predicting system, man-
agers can assess the new situations before their actual occurrence.
They can further manage their human resources through this on-
line decision-making system.
3. The case study

The proposed integrated approach is applied to a large private
bank. The case study focuses on 102 branches to analyze the effect
of personnel attributes on efficiency of the branches. The proposed
algorithm with explanation of each stage is described in the fol-
lowing sections.
3.1. DMU’s efficiency calculation with DEA

Athanassopoulos (1997) discuses two models of intermediation
and production for financial firms. Intermediation institution col-
lects deposits as input by placing loans as output to make profit.
Berger and Humphrey (1991) present examples of intermediation
firms. Production model utilizes physical resources as input and
collected deposits and loans as outputs (Soteriou & Zenios, 1999).
In this paper, we have calculated efficiency on major attributes of
production model according to the nature of financial firms in this
bank. Table 2 shows DEA inputs, outputs, and Table 3 shows effi-
ciency scores calculated for 102 branches.



Table 2
DEA inputs and outputs.

DEA inputs DEA outputs

Number of employees Deposits
Fixed assets Operating income

Loans
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Output-oriented BCC Model is used for efficiency calculation. It
is based on maximization of the following objective function:

Max h

s:t: xio P
Xn

j¼1

kjxij; i ¼ 1; . . . 2

hyro 6
Xn

j¼1

kjyrj; r ¼ 1; . . . ;3

Xn

j¼1

kj ¼ 1

kj P 0; j ¼ 1; . . . ;102

ð7Þ
3.2. Decision system definition

We have identified four groups of personnel in each branch.
First group are associated as tellers who conduct most of a bank’s
routine transactions. Among the responsibilities of tellers are
accepting deposits, loan payments, and processing withdrawals.
They also may sell savings bonds; accept payment for customers’
utility bills, charge cards and process necessary paperwork for cer-
tificates of deposit. Some tellers specialize in handling foreign cur-
rencies or commercial or business accounts. The second group
consists of supervisors who cash checks and perform control tasks
on transactions. Branch mangers and their assistants are in third
and fourth groups. Each branch has one branch manager and
may have several personnel assigned to other groups. We have rec-
ognized 28 conditional personnel attributes. Fig. 2 shows the rela-
tionship between personnel groups and defined personnel
specifications.
3 This method is implemented with RSES Software.
4 Related Networks are implemented with Neural Network Toolbox of MATLAB.
3.2.1. Personnel attribute categories
Personnel attributes are categorized in four groups as follows:

(1) Gender: Female or male.
(2) Education: There are five categories of degrees: Below high

school diploma, high school diploma, AB, BS, MS and above.
(3) Age: This attribute shows the age of the employees.
(4) Work experience: Work experience is the experience in a

specific field or occupation.
(5) Others: Number of singles and tellers.

The decision System is developed by the above attributes. It
should be noted that the number of males, singles and tellers are
divided by number of personnel in each branch. Also, the number
personnel with in each degree category are divided by number of
personnel in each branch. Minimum, average and maximum work
experience of assistant branch managers, supervisors and tellers
are divided by maximum work experience existing in each branch.
The data with respect to age do not need to be changed because
they are comparable within its category. With regard to the above
definitions, the percentage of early-defined attributes may be iden-
tified. For example, the percentage of male personnel in one branch
is more useful than the number of male personnel in the same
branch. In addition, new attributes (percentages) would satisfy
the need of ANN to normalize its training data (Cheng & Tittering-
ton, 1994).

The above definitions would also show the lack of some attri-
butes in the decision system. For example, percentage of females
is not considered in the decision system. Moreover, the availability
of the percentage of male personnel in one branch would simplify
the percentage of female personnel in the same branch. This is also
true for other attributes.

3.3. Determination of the reducts through RST

Twelve reducts were extracted which are shown in Table 4.3 It
can be simply seen that the number’s of males has maximum fre-
quency and maximum age of assistant branch managers has mini-
mum frequency in the reduct set.

3.4. Calculate ANN performance for each reduct with CVTT

Preferred ANN is selected with the aid of the error variable. In
order to calculate error value, Cross Validation Test Technique
(CVTT) is employed with 4-fold. The data set is first split into 4
divisions and then one division is taken as validation and test sam-
ple and the remainder becomes the training set. In this study the
value of the desired minimum error has been defined between
6% and 8% (92–94% confidence) and the value of q has been defined
as 40. The error term is estimated by Mean Absolute Percentage
Error (MAPE). Table 5 shows error variables of MAPEijk calculated
for each reduct versus number of nodes in the hidden layer. Also,
architect of each preferred ANN is shown in Fig. 3(a-l).4

3.5. Select the best reducts by ANN results through DEA

We have utilized DEA method instead to rank reducts in this
section. Since mean scores of error (AERRi) alone may not be appro-
priate in ranking reducts, other variables, involving variance (Var-
ERRi), minimum (MinERRij) and maximum (MaxERRij) of error rate
are considered for each reduct. Error variables were shown in Ta-
ble 5. DEA method will effectively take into account the values of
these variables to select a good subset of attributes after calculat-
ing reduct’s efficiency score. We treated value of AERRi, VarERRi,
MaxERRi and MinERRi for each reduct as inputs of efficiency with
the specific output of 1 to calculate efficiency of each reduct. Cal-
culated full rank efficiency scores along with reduct’s ranks are
shown in Table 6. As shown in Table 6, the 9th reduct is identified
as the best reduct. Number of singles, maximum age of tellers and
work experience of branch managers have the greatest impact on
efficiency of bank branches. By constructing neural network on
9th reduct with two neurons in hidden layer (Fig. 3(i)), we will ob-
tain an effective expert system, which can be utilized by senior
managers of the bank for sensitivity analysis or efficiency predic-
tion of inefficient or new bank branches according to their person-
nel specifications values.

3.6. Forecasting DMU’s efficiencies by selected attributes through ANN

As mentioned, the 9th reduct was selected as the preferred re-
duct. Number of singles, maximum age of tellers and work experi-
ence of branch manager are attributes of 9th reduct. This reduction
in number of attributes decreases the time of decision-making pro-
cess and consequently reduces the cost of efficiency analysis. Seven
arbitrary values for present inputs are used as ANN inputs. Table 7
shows the output of ANN.



Table 3
Bank branch’s efficiency scores.

Branch ID BCC eff. Branch ID BCC eff. Branch ID BCC eff. Branch ID BCC eff. Branch ID BCC eff.

1 1.00 22 0.96 43 0.93 64 0.87 85 0.94
2 1.00 23 1.00 44 0.9 65 0.87 86 0.89
3 1.00 24 0.9 45 0.81 66 0.91 87 0.88
4 1.00 25 0.92 46 1.00 67 0.92 88 1.00
5 1.00 26 1.00 47 0.70 68 1.00 89 0.91
6 1.00 27 1.00 48 1.00 69 0.93 90 0.84
7 1.00 28 0.93 49 0.71 70 0.91 91 0.91
8 1.00 29 0.89 50 1.00 71 0.89 92 0.82
9 1.00 30 1.00 51 1.00 72 0.87 93 0.82
10 1.00 31 0.95 52 0.95 73 0.93 94 0.80
11 0.98 32 1.00 53 0.72 74 0.93 95 0.94
12 1.00 33 0.92 54 1.00 75 0.93 96 0.74
13 0.94 34 0.96 55 0.89 76 1.00 97 0.81
14 1.00 35 0.95 56 0.94 77 0.89 98 0.72
15 1.00 36 0.86 57 0.91 78 0.93 99 0.82
16 1.00 37 0.98 58 1.00 79 0.95 100 0.69
17 0.88 38 0.99 59 0.96 80 0.82 101 0.88
18 0.94 39 0.89 60 1.00 81 0.99 102 0.71
19 1.00 40 0.97 61 0.94 82 0.92
20 0.84 41 0.91 62 0.94 83 0.91
21 0.92 42 1.00 63 1.00 84 0.85

Eff. = efficiency.

Branch Manager

Assistant to Branch Manager

Supervisor

Teller

Gender

Age

Education

Work EP

1 Teller 2 Teller n…

Fig. 2. Relationship between personnel groups and defined personnel specification.

Table 5
Mean Absolute Percentage Error as DEA inputs.

Reduct
no.

Average of
error (AERR)

Variance of
error (VarERR)

Maximum of
error (MaxERR)

Minimum of
error (MinERR)

1 0.2529 0.0339 0.6974 0.1042
2 0.1933 0.0086 0.4147 0.1121
3 0.2014 0.0070 0.3993 0.1045
4 0.1841 0.0105 0.4645 0.0938
5 0.2084 0.0109 0.4872 0.1016
6 0.2634 0.0241 0.6350 0.0995
7 0.2319 0.0206 0.6834 0.1213
8 0.1923 0.0084 0.4693 0.1132
9 0.2009 0.0039 0.3099 0.1291
10 0.1820 0.0077 0.4095 0.1142
11 0.2865 0.0122 0.5380 0.1648
12 0.2013 0.0061 0.3493 0.1179
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4. Conclusion and future work

The proposed approach of this paper provided a six-stage anal-
ysis to help managers formulate an effective decision-making pro-
cedure to demonstrate critical attributes affecting personnel
efficiency in particular and total efficiency in general. The purpose
is to alert management to the important attributes that should be
Table 4
The set of reducts in the case study.

Reduct ID Reducts

1 {average work experience of supervisors, average age of tellers,
2 {number of males, average age of supervisors, average age of tel
3 {number of males, number of tellers, average work experience o
4 {minimum age of tellers, maximum work experience of tellers, m
5 {number of males, work experience of branch manager, minimu
6 {number of males, maximum age of supervisors, maximum work
7 {number of singles, number of bachelor of science degrees, avera
8 {maximum age of supervisors, average work experience of assist
9 {number of singles, maximum age of tellers, work experience of
10 {work experience of branch manager, minimum age of superviso
11 {average work experience of tellers, number of bachelor of scien
12 {number of tellers, number of bachelor of science degrees, numb
considered if an effective decision to enhance total efficiency is to
be formulated. Determination of critical personnel attributes is a
useful procedure to overcome complication associated with multi-
ple inputs and outputs. The proposed algorithm assesses the im-
pact of personnel efficiency attributes on total efficiency through
Data Envelopment Analysis (DEA), Artificial Neural Network and
Rough Set Theory (RST). The outcome helps managers to construct
Reduct size

number of males} 3
lers} 3
f assistant managers} 3

inimum work experience of assistant managers} 3
m work experience of supervisors} 3

experience of supervisors} 3
ge work experience of tellers} 3
ant managers, maximum work experience of supervisors} 3
branch manager} 3
rs, maximum age of assistant managers} 3
ce degrees, number of singles, number of males} 4
er of singles, number of males} 4
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Fig. 3. Architect of the preferred ANN.
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helpful system to forecast DMUs efficiencies by selected attributes.
Also, this is the first study in literature in which neural networks,
Data Envelopment Analysis and Rough Set Theory are integrated
for assessment of personnel efficiency. The significant features of



Table 6
DEA scores and ranks.

Full rank efficiency Rank

Reduct 9 1.058994 1
Reduct 4 1.037797 2
Reduct 10 1.014341 3
Reduct 3 1.011560 4
Reduct 12 1.000493 5
Reduct 2 0.990344 6
Reduct 8 0.987629 7
Reduct 5 0.979080 8
Reduct 6 0.977991 9
Reduct 1 0.959753 10
Reduct 7 0.898111 11
Reduct 11 0.843254 12

Table 7
Output of ANN with arbitrary input (reduct 9).

Number of
singles

Maximum age of
tellers

Work experience of branch
manager

Output value (efficiency
scores)

1 0.2 0.4 0.7 0.912139
2 0.5 0.7 0.4 0.933977
3 0.4 0.5 0.6 0.925930
4 0.7 0.6 0.7 0.965406
5 0.2 0.3 0.2 0.845798
6 0.2 0.8 0.1 0.894381
7 0.5 0.2 0.4 0.876782

Table 8
The significant features of the proposed algorithm versus existing models and algorithms.

Existing models Significant features

Efficiency
computation

Forecasting
capability

Decision support system
capability

Nonlinear
combination

Identification of
influentional features

Extraction
feature

Ranking
capability

The proposed
algorithm

p p p p p p p

Data Envelopment
Analysis

p p

Artificial Neural
Network

p p p

RST–DEA
p p p

DEA–ANN
p p p

PCA–DEA–ANN
p p p p

FA–DEA–ANN
p p p p
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the proposed algorithm in comparison with existing models and
algorithms are shown in Table 8. Obviously, the proposed algo-
rithm is superior to the conventional and existing models and
algorithms.

The integrated approach was successfully applied to 102
branches of a large private bank. It evaluated the personnel attri-
butes impact total efficiency of bank branches. The results showed
that four subsets of conditional attributes with total number of
nine attributes from 28 attributes have a critical impact on the
accuracy of the optimal solution. This reduction in attributes num-
ber decrease the time for decision-making process and conse-
quently reduces the cost of efficiency evaluation.
References

Athanassopoulos, A. D. (1997). Service quality and operating efficiency synergies for
management control in the provision of financial services: Evidence from Greek
bank branches. European Journal of Operational Research, 98, 300–313.

Athanassopoulos, A. D., & Curram, S. P. (1996). A comparison of data envelopment
analysis and artificial neural networks as tool for assessing the efficiency of
decision making units. Journal of the Operational Research Society, 47,
1000–1016.

Azadeh, A., Amalnick, M. S., Ghaderi, S. F., & Asadzadeh, S. M. (2007). An integrated
DEA PCA numerical taxonomy approach for energy efficiency assessment and
consumption optimization in energy intensive manufacturing sectors. Energy
Policy, 35, 3792–3806.

Azadeh, A., Anvari, M., & Saberi, M. (2007). An intelligent algorithm for performance
assessment of non-homogeneous decision making units. In Ninth US national
congress on computational mechanics, Berkley, USA.

Azadeh, A., Anvari, M., & Saberi, M. (2008). An integrated ANN fuzzy C-means
normalization algorithm for performance assessment of decision making units.
Technical Report, University of Tehran, Iran.

Azadeh, A., Ghaderi, S. F., Anvari, M., & Saberi, M. (2006a). Measuring performance
electric power generations using artificial neural networks and fuzzy clustering.
In G. A. Capolino, & L. G. Franquelo (Eds.), Proceedings of the 32nd annual
conference of the IEEE industrial electronics society, IECON, Paris, France.

Azadeh, A., Ghaderi, S. F., Anvari, M., & Saberi, M. (2006b). Measuring performance
electric power generations using artificial neural networks and fuzzy clustering.
In Proceeding of the 32nd annual conference of the IEEE industrial electronics
society, IECON, Paris, France.

Azadeh, A., Ghaderi, S. F., Anvari, M., & Saberi, M. (2007). Performance assessment of
electric power generations using an adaptive neural network algorithm. Energy
Policy, 35, 3155–3166.

Azadeh, A., Ghaderi, S. F., Anvari, M., Saberi, M., & Izadbakhsh, H. (2007). An
integrated artificial neural network and fuzzy clustering algorithm for



A. Azadeh et al. / Expert Systems with Applications 38 (2011) 1364–1373 1373
performance assessment of decision making units. Applied Mathematics and
Computation, 187, 584–599.

Azadeh, A., Ghaderi, S. F., & Izadbakhsh, H. (2007). Integration of DEA and AHP with
computer simulation for railway system improvement and optimization.
Applied Mathematics and Computation, 195, 775–785.

Azadeh, A., Ghaderi, S. F., & Sohrabkhani, S. (2007). Forecasting electrical
consumption by integration of neural network, time series and ANOVA.
Applied Mathematics and Computation, 186, 1753–1761.

Azadeh, A., Ghaderi, S. F., Tarverdian, S., & Saberi, M. (2006). Integration of artificial
neural networks and GA to predict electrical energy consumption. In G. A
Capolino, & L. G. Franquelo (Eds.), Proceedings of the 32nd annual conference of
the IEEE industrial electronics society – IECON’06, Conservatoire National des Arts
and Metiers, Paris, France.

Azadeh, A., Ghaderi, S. F., Tarverdian, S., & Saberi, M. (2007). Integration of artificial
neural networks and genetic algorithm to predict electrical energy
consumption. Applied Mathematics and Computation, 186, 1731–1741.

Banker, R. D., Charnes, A., & Cooper, W. W. (1984). Some models for estimating
technical and scale inefficiencies in DEA. Management Science, 32, 1078–1092.

Bauer, P. W. (1990). Recent developments in the econometric estimation of
frontiers. Journal of Econometrics, 46, 39–56.

Becerra-Fernandez, I., Zanakis, S. H., & Walczak, S. (2002). Knowledge discovery
techniques for predicting country investment risk. Computers and Industrial
Engineering, 43, 787–800.

Berger, A. N., & Humphrey, D. B. (1991). The dominance of inefficiencies over scale
and product mix economies in banking. Journal of Monetary Economics, 28,
117–148.

Beynon, M. J., & Peel, M. J. (2001). Variable precision rough set theory and data
discretion: An application to corporate failure prediction. Omega, 29, 561–576.
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