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ABSTRACT
The era of system integration through service-oriented architecture is rapidly becoming a legacy. New systems increasingly rely on the successor microservice architecture. However, distributed applications can also play a significant role in the internet-of-things. In this paper, we gather evidence demonstrating cross-cutting issues in these areas and highlight how aspect-oriented programming addresses them. Specifically, the purpose of this paper is to provide a roadmap for using aspect-oriented programming to deal effectively with crosscuts in application design, systems interaction, and integration.

1. Introduction

Aspect-Oriented Programming (AOP) was first introduced in 1997 by Kiczales et al. (1997). In 2001, an AOP extension for Java is released known as AspectJ. Within a short period, MIT predicted that it would be the paradigm for the next decade, according to Prasad et al. (2017). However, the boom never really happen despite undoubtable benefits in its the separation of cross-cutting concerns leading to significant code reductions (Kiczales et al. 1997) and the simplicity of runtime decisions enabling context-awareness and adaptability (Cerny et al. 2013).

While AOP seems to be a good fit for code-centric and monolithic applications, its advantages can also be found also for distributed systems, as demonstrated in Cerny and Donahoo (2015). Individual modules can benefit from reduced restatements internally, or AOP can be used for separation of concerns in module interaction, correlation, integration, reduction of transmission volume, etc.

This paper draws a roadmap of existing AOP challenges and research in the areas of System Integration (SI), Service-Oriented Architecture (SOA) and its successor Microservices (MSA); it also shows AOP’s potential for employment in the Internet of Things (IoT). The main focus of this paper is the use of AOP for development, design, and maintenance of the above areas and particular software systems. The evidence is received not only by manual survey but also by a systematic search through multiple research indexing sites and portals, as suggested by Petersen, Vakkalanka, and Kuzniarz (2015). The outcome is analyzed to provide a survey, roadmap and a categorization of existing work.

Section 2 discusses the methodology used to review the literature on AOP utilization. Section 3 outlines the research questions that are addressed by this paper. Section 4 provides the categorization and roadmap to the research, introducing particular categories in details. Section 5 considers particular cross-cutting concerns addressed in the evidence. Section 6 introduces existing aspect weavers. Section 7 provides discussion about validity threats of this work. Conclusions are drawn in Section 8.
2. The current literature on AOP utilization

To review the literature on the current state of AOP utilization, we accessed the primary relevant indexing sites and portals (indexers) including IEEE Xplore, SciVerse Scopus, ACM Digital Library (DL), SpringerLink and ScienceDirect. Our target was to search for papers containing AOP and related terms, including AOSD (Aspect-Oriented Software Design). To help refine the results, we added targeted terms such as Internet of Things, IoT, System Integration, Service Integration, Microservice, Service-Oriented Architecture, SOA and Service Oriented Architecture. The initial searches considering the query in Listing 1 resulted in 483 papers. These searches provided results that fitted our control result set.

Listing 1: Search query applied to indexers (each indexer had a custom syntax)

```
('System integration' OR 'Service integration' OR 'SOA'
 OR 'Service oriented Architecture' OR 'Microservice'
 OR 'Service-oriented Architecture' OR 'IoT'
 OR 'Internet of Things')
AND ('Aspect Oriented' OR 'Aspect-Oriented' OR 'AOP'
 OR 'AOSD' OR 'Separation of concerns')
```

The filtering process is captured in Figure 1. Limiting the search to ‘full-text only’ resulted in 277 papers to examine. In the next stage, we read the titles and abstracts of the papers to decide whether each paper matched the targeting area; moreover, we excluded papers with fewer than 4 pages. This resulted in 112 papers to read. In the last stage, we read the papers to categorize them, further eliminating papers that had no specific output, involved obsolete technology, outdated problems, papers that concluded with a suggestion or an opinion (Wieringa et al. 2006) but with no method proposal (Petersen, Vakkalanka, and Kuzniarz 2015), etc. The final number of considered papers was 48. Table 1 shows the summary divided per indexer.

3. Research questions

We examine the following research questions in this paper:

• RQ1: What is the taxonomy of AOP used in SOA, MSA, IoT or SI? What are the topics/subjects that have been addressed in existing research and what is their distribution?
• RQ2: What are the specifics in particular research categories? What are the applications of AOP within these categories?

![Figure 1. Number of included papers in the selection and filtering process.](image)

<table>
<thead>
<tr>
<th>Indexer</th>
<th>Results</th>
<th>Download</th>
<th>Abstract &amp; Length</th>
<th>Full text</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>47</td>
<td>47</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>SciVerse Scopus</td>
<td>203</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>ACM DL</td>
<td>42</td>
<td>31</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>SpringerLink</td>
<td>182</td>
<td>182</td>
<td>37</td>
<td>12</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Sum</td>
<td>483</td>
<td>277</td>
<td>112</td>
<td>48</td>
</tr>
</tbody>
</table>
• RQ3: What are the cross-cutting concerns in the in these areas? What are the existing strategies, aspects, and concerns that are addressed by AOP?
• RQ4: What are the existing tools aspect weavers that are used in the evidence?

We answer RQ1 and RQ2 in Section 4 below. RQ3 is answered in Section 5. RQ4 is addressed in Section 6. Notice that, since we placed all relevant papers into the different categories (service modularization, a composition of services, etc.), a few papers show up multiple categories. To verify our manual categorization and avoid human errors, we also extracted papers’ keywords automatically using RAKE algorithm (Rose et al. 2010), which we later compared with the result of full-text reading and manual keyword extraction.

4. Taxonomy of the research

After identifying papers with relevant topics, we then categorized them. To determine categories, we performed full-text reading considering the content. While various works differ with their purpose and approaches, Wieringa et al. (2006) suggest determining research type based on an evaluation framework. Following this suggestion helped us to derive the addressed problem, contribution, and results; however, the evaluation framework did not suggest the research topics categorization. Consequently, we determined the best methods for categorization.

Existing mapping studies, such as Kratzke and Quint (2017), derive research topics by keywords. For instance, Kratzke and Quint (2017) analyzes papers using either provided keywords or derives them from the content. Each paper is accompanied by a set of keywords. These keywords are unified to use the same terms and clustered to research topics. These are eventually aggregated to the main research topics. Finally, the papers are grouped to the main topics. Moreover, one paper can fit multiple topics.

Waltman and Van Eck (2012) mentions another approach where categorization can be determined by the journal or conference area and then using citations to determine clusters of research areas. The final step, labeling, involves extracting labels from titles and abstracts, normalizing them and identifying each area by a set of terms.

Alshuqayran, Ali, and Evans (2016) used an automated keyword extraction tool that provides authors with a set of possible categories. They visualized the topics to see the distribution of the underlying population, which provided them with possible candidates. Next, they grouped keywords to particular categories and performed a text search over the evaluated papers to categorize them.

This work generally followed the procedure suggested by Kratzke and Quint (2017). However, we did not use the author-provided keywords; instead, we extracted them, considering the particular research type of the given work through full-text reading. These were clustered to derive particular categories. Each derived category presented a large area with multiple sub-areas. Table 2 shows extracted categories, and Table 3 provides the references. In our classification, papers are not exclusive only to a single category. The following text introduces each category with details in a separate subsection.

4.1. Verification through automated keyword extraction

We compared our categorization with the automated keyword extraction approach suggested by Alshuqayran, Ali, and Evans (2016). Since it is an automated approach, we expected it to be less precise than the manual approach. To perform the automated keyword extraction, we used the RAKE algorithm (Rose et al. 2010) . In order to do such extraction, we transformed the PDF documents into text, using the XPDF tool pdftotext, and then made manual adjustments as necessary to the text, e.g. stripping references. Next, we applied the RAKE algorithm for keyword extraction. The setting for the algorithm was as follows: a keyword phrase contains at most three words, with each word at least three letters in length and occurring at least three times in the text. We set the RAKE accuracy index higher than four, which is suggested by Rose et al. (2010).
The result of the RAKE extraction provided an interesting set of suggested keywords for the considered papers. We ignored the general terms and normalized the keywords (e.g. plural vs singular, equivalent terms). For instance, 16 papers suggested the web services keyword, 12 papers suggested the keyword service composition, 7 suggested security, etc. While these keywords do not necessarily indicate our categorization, according to Alshuqayran, Ali, and Evans (2016), these keywords can be clustered under categories. Table 4 shows our clustering.

As can be noted in Table 5, our manual categorization and the automated approach classified the papers similarly. The automated approach could not match the categorization accuracy since various works may not provide appropriate keywords and the automated keyword extraction has its limits producing a wide-range of distinct keywords. Finally, the clustering and selection of keywords considerably impact the achieved precision. However, the results indicate the suitability of our categorization for a given set of papers.

### Table 2. Categorization of existing work.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Paper Volume</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service modularization</td>
<td></td>
<td>14</td>
<td>21%</td>
</tr>
<tr>
<td>Composition of Services</td>
<td>Composition of Services</td>
<td>21</td>
<td>31%</td>
</tr>
<tr>
<td></td>
<td>Monitoring and reconfiguration</td>
<td>8</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>Quality of services</td>
<td>11</td>
<td>16%</td>
</tr>
<tr>
<td>Modeling</td>
<td>Business process,</td>
<td>6</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>Visualizations, prototyping, modeling</td>
<td>11</td>
<td>16%</td>
</tr>
<tr>
<td>Security</td>
<td></td>
<td>7</td>
<td>10%</td>
</tr>
<tr>
<td>Testing</td>
<td></td>
<td>1</td>
<td>1%</td>
</tr>
</tbody>
</table>

### Table 3. Categorization with references.

#### Service modularization

#### Composition of Services (three below)
- Seiler et al. 2011; Cibrán et al. 2007; Han, Jung, and Yeom 2011; Marzouk and Jmaiel 2013; Ermagan, Krüger, and Menarini 2008; Cerny and Donahoo 2016; Cerny and Donahoo 2015; Spieldenner et al. 2017

#### Monitoring and reconfiguration
- Cugola, Ghezzi, and Pinto 2012; Huang, Wu, and Wei 2009; Castor, Leite, and Rubira 2012; Balakrishnan and Sangaiah 2017; Balakrishnan and Sangaiah 2015; Giunta et al. 2015; Antunes and Vieira 2017; Baresi, Guinea, and Pasquale 2007; Dell’Amico et al. 2012; Kim and Hong 2011

#### Quality of services
- Balakrishnan and Sangaiah 2017; Balakrishnan and Sangaiah 2015; Giunta et al. 2015; Baresi, Guinea, and Pasquale 2007; Hassain, Ali, and Bahsoon 2017; Kim and Hong 2011

#### Modeling (two below)
- Business process
- Visualizations, prototyping, modeling

#### Security

#### Testing
- Antunes and Vieira 2017
4.2. Service modularization

Multiple resources deal with adaptability and dynamic reconfiguration of service concerns. Anderson and Ahmed (2006) suggest weaving the functionality aspects together for a particular service based on the runtime context. This can help to integrate new technologies into the services. AOP can help with dynamic system evolution. In particular, Anderson and Ahmed (2006) provide a study applying the AOP to services in telegrids.

The topic of service concerns composition through aspects is elaborated in more detail by Hmida, Tomaz, and Monfort (2005) who suggest two directions: either to encapsulate novel functionality to aspects or to consider individual advices to be web services. Encapsulation of novel functionality to aspects that weave into the services, involves the separation of concerns applied to non-functional requirements. The assembly is managed by a policy engine the aspect weaver. The second option considers individual advices implemented as web services. These are possible extensions of other services. This way the approach separates out the platform dependency and removes language dependency in the weaving process. The weaving involves the interaction of the original service with multiple other ‘advice’ services. Aspects are defined through XML files that are interpreted by a custom XQuery engine generating XQuery scripts for the actual service interaction. In other words, this is the mechanism to weave in an aspect to the original service. While the approach brings an interesting solution, no performance impact is provided, but since significant communication overhead can be noted.

A somewhat similar approach suggested by Zhang, Meng, and Liu (2008) and later formalized and narrowed in Zhang, Meng, and Liu (2009) is to separate out cross-cutting concerns from services. Concerns, such as logging, authorization and transaction, are stripped out of the service to prevent code-tangling and enable adaptability, and instead, they are realized individually as aspect services. The web service is delegated to a weaver that is responsible for coordinating the original
web service with aspect services. The solution is demonstrated in a case study; however, no overhead information is provided to see the impact of the separation. The same approach is researched further by 5,348,541 further using Petri Nets to model the primary service logic to find out the right states for the triggering of the new service feature, realized through aspects.

Separation of services with base functionality and cross-cutting functionalities is also explored by Deepiga, Senthil, and Babu (2014). This work further applies separation to various service with evolution versions. The authors consider a case study with an SOA application with five distinct versions of evolution depicting changes in the processes and application of aspects. On a step by step evolution, they demonstrate cross-cuts, and they utilize AOP to support all system versions. However, the considered concerns are well known from textbooks, e.g. logging, exceptions handling, observer, persistence, security, etc. The research applies various software quality metrics on the source code demonstrating AOP benefits.

Similarly, Baligand and Monfort (2004) notes that functional and non-functional code, as well as the logic, can be separated by AOP mechanisms, in particular by aspects. The authors note a missing mechanism, in standard solutions, to dynamically bind policies to web services, which usually leads to the inability of effective dealing with service extensions and evolution. In their proposal, the policy document determines aspects that are weaved into the core services. The authors demonstrate the approach using Servlets in Java involving the Javassist library and bytecode modification.

Separation of functional and non-functional application properties in SOA is also explored by Wada, Suzuki, and Oba (2008). In their work, aspect specifies non-functional properties that cross-cut among multiple services in a business process. In order to apply the approach, they developed a new special language involving BPMN extended with aspects. The extended BPMN model is processed by an aspect weaver transforming the model into UML and subsequently to code. This strongly impacts the practice far from a conventional development process.

A different perspective is given by Walraven et al. (2010). Their aim is to compose distributed features in a distributed environment based on web services. High-level abstraction of feature definition enables integration into composite services. However, when we compare this approach to the previous research, the core functionality is again separated from the additional features. The given examples depict the additional features as non-functional properties. Each aspect-component designing a feature carries out a specification detailing the component mapping to core services. Final composition then links the core services with the aspect-component based on the specification identifiers.

A detailed description of crosscuts in processes within web services is provided by Charfi and Mezini (2004). The authors notice that the business logic contains both the business policies and constraints that are coded as a monolithic block, which makes the business rules hard to change without affecting the core composition logic. Instead, they suggest breaking down the logic into a core part (the process) and several well-modularized business rules that exist and evolve independently. The authors provide good formalism classifying business rules into a constraint, action enabler, computation or inference. Their approach integrates cross-cutting modularity into Business Process Execution Language (BPEL) and their solution is introduced as AO4BPEL considering all classified rules. The business rule is captured as a system aspect that leads to an action, switch, response, etc. Similar goals to improve readability are also attempted by Corradi et al. (2009), however, on less detailed classification and formal description.

Cemus, Cerny, and Donahoo (2015) suggests encapsulating rules as aspects and binding them to data objects rather than to processes. The data object then indicates by annotations, which rules to trigger. Moreover, Drools are used for the enforcement and definition, which further allows rule transformation to e.g. JavaScript representation.

Harrison (2011) surveys SOA and distributed system on modularization. The authors discuss various approaches and advantages from the system evolution perspective with an emphasis on all available approaches. While the authors consider AOP marginally and using it for comparison, they
note the AOP advantages when it comes to system quality, such as maintenance, integrability or
extendability.

Similarly, Wang and Wang (2013) surveys SOA systems and cross-organizational applications
with a need for service change management. The work divides change categories into interface
(data schema and operations), behavioral (interaction and BPEL processes) and non-functional (QoS
properties). Next, it looks into service adaptation noticing, process flexibility, service evolution,
change analysis and management in service compositions. In the adaptation, they see opportu-
nities for AOP usage; for instance, the business logic is treated as the main concern, and the
adaptation logic is specified as crosscutting concerns. To advance process flexibility, they highlight
the advantages brought by AO4BPEL, especially for logging, persistence, and security. This brings
the AOP perspective to treat a particular business logic as the main concern, where crosscutting
concerns aspect are data validation and security. In addition, the work suggests options to use AOP
for multiple process variants that correspond to contextual changes based on original processes. In
service protocols, they notice a problem of evolution in modifying the protocol definitions or
managing running protocol instances when the corresponding protocol definitions change espe-
cially for long conversations; both issues are addressable through AOP.

4.3. Composition of services

Extension of web services that must handle large multimedia transfers and often deal with
redundant calls is examined by Seiler et al. (2011). AOP extends the services to efficiently handle
large transmissions and preserving service simplicity. In the work, the aspects are weaved into the
service processing chain. Every time a service invocation goes through, workflow engine aspects
are considered. A demonstrated case study shows improvements in data transfer between services.

Another work by Cibrán et al. (2007) considers selection policies that encapsulate changing
business requirements in SOA, influencing service integration and composition. They introduce a
mediation layer responsible for the integration. This layer then defines various aspects that
intercept and influence the service interaction. For instance, billing, caching, service selection/
management, redirection, and monitoring concerns are cleanly encapsulated in aspects of the
mediation layer easily manageable throughout the system.

Han, Jung, and Yeom (2011) explores AOP application to a distributed environment and cluster
computing. However, the authors point out the weak research interest in this highly-potential area.
AOP enables separation of different types of communication in Message Passing Interface (MPI)
processes, thus making the solution more readable and easier to maintain, for instance when it
comes to initiation of MPI processes. Moreover, AOP instruments help in this discipline with
consistent checkpointing, decoupling indication of critical sections, rollbacks recovery or connec-
tion among groups. In an example of critical sections, the authors set the begin and exit points
of each critical section as join points that are applied to the advice about consistent checkpointing. In
the evaluation, they show AOP significantly improving source code readability and the modularity.
Moreover, they show minimal performance and scalability impact when compared to conventional
approaches.

Previously mentioned areas (Han, Jung, and Yeom 2011; Charfi and Mezini 2004) are further
elaborated in Marzouk and Jmaiel (2013), specifically, targeting self-adaptation and mobility in web
service orchestration and the distributed environment involving AO4BPEL. In case of failure or to
guarantee the Quality of Service (QoS), a service can relocate. They designed a prototype solution
built on an engine executing BPEL processes incorporating checkpointing and rollbacks. Multiple
aspects are introduced to support checkpointing, saving service results, service instance mobility or
execution resumption after relocation, extending BPEL processes driven by controllers. However,
more detailed reasoning on cross-cuts is not provided in the work.

Service communication through an enterprise service bus (ESB) is tackled on the analytical level
by Ermagan, Krüger, and Menarini (2008). The authors propose extending message sequence charts
(diagrams) of interacting services with aspects to modify the behavior of services. An aspect has a specific syntax in the charts followed by the regular expression to match service roles, an interceptor. Furthermore, a novel ‘join’ message is sent for aspect composition of services. Join is a parallel composition operator that synchronizes services on common messages and integrates the first indicated sequence chart together to a second one. Another operator, a ‘match’ message, is similar to join but removes the instantiating message from the resulting (weaved) chart. The authors believe (however, with no detailed proof or a study), that such extension will lead to ‘advanced routing mechanisms in ESB that foster the creation of applications where the separation of crosscutting concerns is maintained at all levels from modeling to implementation’ (Ermagan, Krüger, and Menarini 2008).

Dealing with ever-changing data representations in distributed systems is a challenge noticed by Cerny and Donahoo (2016). This article suggests that the knowledge of data representation should be encapsulated in the component responsible for persistence. Moreover, this component should provide another component with meta-information about the data structure. This approach accommodates existing enterprise development standards (Cerny and Donahoo 2015) that promote capturing validation or even security concerns bound to data representation through annotations. Streaming other concerns together with data structure meta-information enables integrating components to integrate structure, security, and validation on the fly and thus automatically adapt to changes. However, the integrating components only weakly reference such data components as proxies since a stronger reference would lead to coupling and dependency. An example usage of a weak reference where it is applied in practice is user interface (Cerny and Donahoo 2015). The considerable advantage of the approach (Cerny and Donahoo 2015) is that user interface can be presented on different platforms using native components, while only providing a single backend. The aspect weaver is thus distributed between backend and frontend, leading into automated adjustments in all the heterogeneous user interfaces upon a backend change. For instance, when a novel data field is introduced on a backend component, e.g. with novel validation rules and constraints, no redesign of the user interface is needed as it automatically appears in the update structural stream.

Spieldenner et al. (2017) introduced AOP employment in virtual worlds and games. It is also suitable for many and possibly smart environments, such as IoT, Smart Cities, and Smart Factories. Such environments produce a lot of data in real-time, which require considerable development and maintenance efforts. It is a challenge to keep such systems up-to-date with changing requirements set by the connected sensors and services. The proposed aspect-oriented architecture enables programmers to create highly-maintainable, large-scale virtual environments while avoiding crosscutting concerns, such as code scattering among modules. It consists of a data model, a plugin mechanism, and a synchronization layer that is independent of the other modules. On top of the AOP architecture, which supports re-usability and adaption to new requirements at run-time, a wide range of virtual environment applications can be created. The architecture is built on top of an Entity-Component-Attribute (ECA) data model approach that is based on non-relational databases. In ECA an entity with a set of specified attributes is grouped together with similar components based on their purpose and associated functionality. This encapsulates application-domain specific concepts in a separate data container that specifies certain concepts of objects. The application’s logic is encapsulated in plugins. The core server component maintains the ECA data model and schedules plugins. Plugins define component blueprints to the core and implement application logic. These plugins extend both the expressiveness of the data (e.g. adding new components) and the features of the application. The authors also describe their implementation of the weaver, based on Reflection API, component registry and a mapping function, that maps interfaces with components. Plugins then represent new components that match aspects. One specific plugin is responsible for the synchronization and contains the communication layer. The highlighted features are better maintainability, extendability, and adaptability to new requirements (changing data and services).
4.4. Monitoring and reconfiguration

Self-adapting orchestration through a concern-separating approach is addressed by Cugola, Ghezzi, and Pinto (2012). Their focus is on replacing imperative approaches with a declarative approach when it comes to orchestration. Their approach is to define a new declarative service orchestration language that separates orchestration aspects, such as goals, initial state, abstract actions (primitive operations) and concrete actions for abstractions. While the approach is not formalized through AOP terminology, it targets the same goals and introduces an interpreter similar to the weaver. The presented approach is directly comparable to AO4BPEL mentioned in Charfi and Mezini (2004) or Marzouk and Jmaiel (2013); however, it provides a less formal way for aspect integration and focuses on the particular area and simplified development.

Service monitoring and recovery support for composite Web services by using an AOP framework on top of BPEL is the aim of Huang, Wu, and Wei (2009). The works build on stateful aspects that track process history. To monitor the process event, the traces of the processes are transformed into abstract syntax trees (AST). The AST is auditable by a visitor pattern. If a violation is found at the process execution, an aspect manager weaves in determined recovery logic advice available in the aspect registry. The recovery then attempts based on the logic to retry, call an alternate or skip.

In Castor, Leite, and Rubira (2012) the authors target fault-tolerance that deals with coordinated exception handling. They define handlers with recovery rules dictating the particular exception propagation across applications. Moreover, in a similar manner, recovery rules are defined indicating the exceptional behavior. In this research, AOP is used to intercept and extend methods that can potentially produce an exception.

For IoT, Balakrishnan and Sangaiah (2017) notice challenges related to the unknown topology and data estimation problems in case of sensor unavailability. The services selection is typically based on QoS attributes, and in order to perform appropriate service selection, there is a need for service discovery. The weaving mechanisms bring service monitoring with decision making and software reconfiguration to meet the QoS attributes. The aspects use an abstract language to define a dynamic reconfiguration logic and functional substitution in case sensors are not available, and to cope with missing data for which they use functional substitution to generate approximated data instead. However, besides a note on Spring AOP weaving, no more details are given. IoT and service discovery is also addressed by the authors’ previous work Balakrishnan and Sangaiah (2015), which provides a general overview of service discovery.

In Giunta et al. (2015), which we examine in more detail in the next subsection, the authors look at the subject of capturing incoming requests and handle them. This situation brings an opportunity for runtime monitoring of various system metrics, such as CPU workload and network usage. Moreover, the measured state influences locality of service processing.

Service monitoring is considered by Baresi, Guinea, and Pasquale (2007). Self-healing BPEL compositions (through weaving of supervision rules) are introduced, using a custom DSL for defining monitoring and recovery activities. An AOP-extended version of the ActiveBPEL orchestration engine is proposed on top of the JBoss Rule Engine to ensure self-healing capabilities. Such monitoring helps to identify issues with QoS and address adaptation to new inputs. Self-healing capabilities are materialized by weaving supervision rules into the BPEL process. Each rule comprises a location in the process, monitoring parameters that tailor the degree of supervision and monitoring expressions that define the constraints that must hold at the runtime and the recovery strategy (advice) that defines what the system should do to try to keep things on track. The case study demonstrates the approach’s practical use as well as addressing the concern separation. The supervision rules are translated into Drools rules and hooked into the system.

The previously mentioned work by Cibrán et al. (2007) introduced a mediation layer responsible for service integration. The layer also deals with service management, redirection, and monitoring. The particular concerns are encapsulated through aspects of the mediation layer.
A later subsection elaborates Kim and Hong (2011) that detects faults through aspect processes monitoring the service invocation on top of WS-BPEL processes and suggests their replacements.

4.5. Quality of service

The QoS perspective is the main focus of Kim and Hong (2011). It introduces a QoS-related layer on top of the web server. Requests are assessed and partitioned into those that can be handled using local resources and those that need further cloud-based resources. AOP enables the new QoS-related code to be separated from web server modules, while runtime behavior is modified with the measures needed to handle QoS concerns. The extension layer is evaluated from the performance perspective showing a positive impact on the overall throughput, in some cases reducing the processing time to approximately 66% under large load. As mentioned earlier, the introduced aspects capture incoming requests and handle them, which brings an option to monitor various system metrics. As the result, the server can be augmented by weaving it with an appropriate subset of aspects.

Modeling of the microservice granularity is introduced by Hassan, Ali, and Bahsoon (2017). This modeling approach brings the option of determining various QoS trade-offs. Each microservice is modeled and an optimum ‘ambient’ is determined. Each ambient is composed of at least fours aspects: a granularity adaptation (relevant to QoS and scaling), a mobility (interaction in the hierarchy with parent), a coordination (external/internal call and redirect management) and a distribution (hierarchical position for the mobility). Aspects communicate through weaving in their proposal. For instance, they are weaved together for a particular accomplishment, such as establishing a connection with other services while preserving QoS conditions.

In previously mentioned work on IoT, by Balakrishnan and Sangaiah (2017) and Balakrishnan and Sangaiah (2015), services selection is based on QoS attributes. The weaving mechanism involves service monitoring to obtain needed attributes to determine the status and compare it with the QoS requirement, resulting in optimum software reconfiguration.

Similarly, Baresi, Guinea, and Pasquale (2007) address self-healing compositions that involve monitoring harvest system attributes to determine the QoS. The current status of the attributes determines the adaptation.

As will be discussed below, Kim and Hong (2011) also fits this section. QoS is enforced by monitoring considered attributes through service invocation resulting in conditional service replacements.

4.6. Business process

In order to improve SOA service composition reliability, Kim and Hong (2011) uses AOP to detect service faults. They again consider BPEL for service composition and extend it with dynamic service replacement. The key contribution is that there is no need to explicitly represent all possible recovery mechanisms in a BPEL process. Next, unexpected service failures are handled by dynamic replacement of a failed service. Aspects weave in dynamically, through a BPEL engine extension, during the process execution and trigger when conditions are met. The BPEL metamodel is extended to integrate aspects, with thorough details in the paper. Aspect processes are introduced and proposed to detect service faults and to replace a service. A case study shows reasonable overhead for the approach.

Business-Process Modeling (BPM) extended with AOP principles can be applied for service identification in early stages of system analyzing (Souza et al. 2011). An analytical approach is proposed, bringing the ability to identify services with cross-cutting interests. This is achieved by extending function allocation diagrams. These capture service activity and first focus on the primary service goals and next consider the extending aspects that become available for various services.
The AOP-based distributed service composition approach introduced by Wang, Bandara, and Pahl (2010) enables multiple process clients hot-plugging their business compliance models as crosscuts (business rules, fault handling policy, and execution monitor) to utilize BPEL business processes. The BPEL instrumentation mechanism is used to transform the original process to an aspectual business process. In the process multiple join points are defined, such as an invocation of service, processing a message or handling faults. Both before and after advice are provided. The instrumentation transforms the original process to an AOP-enabled BPEL process before deploying it in any execution engine. The instrumented process is able to communicate with the weaving component (weaver) on the client side, which enables dynamic aspect integration. The implementation involves annotations and introspection (Java Reflection). XML files define aspects. The solution centralizes the above concerns, enforcing them across the enterprise.

In the remainder of this section, we mention the previously-discussed work relevant to this area. Wada, Suzuki, and Oba (2008) suggests using BPMN for the separation of functional and non-functional properties. BPMN is supplemented with aspects and processed by an aspect weaver. Using BPEL extensions to address cross-cuts is described by Charfi and Mezini (2004) and Corradi et al. (2009). They divide the process by business rules. Charfi and Mezini (2004) introduces an extension to AO4BPEL; it is applied similarly by others. AO4BPEL is also used by Wang and Wang (2013) for process flexibility. For instance, it is used for logging, persistence, and security. AO4BEPL is used also to address service relocation and self-adaptation by byMarzouk and Jmaiel (2013). As an alternative to the previous approach, Cugola, Ghezzi, and Pinto (2012) proposes a proprietary language DSOL (declarative service orchestration language). ActiveBPEL is also used by Seiler et al. (2011) for orchestrating aspect web services with core services. Monitoring and recovery support for composite web services based on BPEL is addressed by by Huang, Wu, and Wei (2009), who proposes a ONCE-BPEL platform. Similarly, Baresi, Guinea, and Pasquale (2007) addresses self-healing using BPEL. Baouab et al. (2009) addresses security through Braem et al. (2007) designed an analytical visualization tool for integrating aspects that generate BPEL as the product (we describe this work later). Finally, Cemus, Cerny, and Donahoo (2015) utilized business rules captured in Drools to weave through the system indicated in domain objects, which would enable rule transformation to distinct formats. We should emphasize that among the most mature tools for BPEL with AOP is AO4BEPL.

4.7. Visualizations, prototyping, modeling

On a high-level of abstraction, Peinado, Ortiz, and Dodero (2015) addresses context-awareness, and adaptability of web services. The main issue with supporting context-awareness is the volume of source code. The authors note the insufficiency of model-based approaches and promote AOP-based extensions. The aspect modules encapsulate the context-aware code. Plain functionality code then indicates injection of aspects; however, join points and pointcuts are not specified, which deteriorates the potential. Therefore the approach enables solely static weaving for the transformation. However, there is additional formalized work on context-awareness support at runtime, enabling consideration of a variety of join points for advice extension, by Cerny et al. (2013).

SOA prototyping addressed with AOP is elaborated by Krüger, Mathew, and Meisinger (2006). The authors use AOP to transform interaction diagrams into different architectures. A large number of aspect types is introduced (system role, interaction, local operation or service, as well as component configuration) all captured in specially-defined language. The language description is woven together with message sequence charts and translated to a particular architecture in AspectJ language. In particular, a build file with configuration per architecture is defined, linking together service repository, classes, and aspects. Similarly, in Ermagan, Krüger, and Menarini (2008), message sequence charts are used to analyze routing mechanisms and communication through ESB.
Another analytic approach is suggested by Mosser et al. (2011) in connecting requirements and design models. The authors research pulling scenario-based requirements into business process design models leading to SOA-based implementations. Moreover, they introduce Aspect-oriented use case maps with a specialized syntax to capture pointcuts, etc. Concerns introduced in one model promote to another through an automated mapping. The product is an ADORE process skeleton with no inconsistencies.

An interesting perspective on information modeling in socio-technical systems is presented by Wang et al. (2014a). Their approach integrates object-orientation, systems-dynamics, and AOP. The socio-technical enterprise system is complex due to information-exchange constraints between the social and technical system. In order to manage such systems, an information model must be developed. For instance, issues arise with the integration of policies and regulations in the social system domain that impacts the development and operation management in the technical system domain. Their approach proposes five modeling constructs involving a domain, an aspect, a context-of, an agent or an agent group, and a stage. It builds on top of the object-oriented modeling while introducing modeling blocks for socio-technical systems. In the Object-Aspect-Relationship-Domain model (OARD), each relationship is an object and has a lifetime that can be associated with an aspect. This can change the dependencies and associations between objects. Next, it enables model structural changes. The behavior of such a system is determined by the behaviors of its subsystems (e.g. objects, aspects, agents in the OARD model) and the structure of the system. System domain modeling is an important instrument to accomplish the integration of heterogeneous systems. For this specific reason, Wang et al. (2016) introduced a domain modeling framework for service systems (Wang et al. 2014b). The core concepts include function, context, behavior, principle, state and structure, and system decomposition. The service system’s unified definition is proposed in Wang et al. (2014b), discussing various alternative definitions found in the literature.

Alhaj and Petriu (2010) proposes a model-driven approach for the evaluation of the run-time performance characteristics of SOA, although the work is in an early development stage. From UML diagrams, in particular from message sequence charts, they suggest deriving Layered Queuing Performance (LQP) models. The SOA platform-independent model acts as the primary model and includes activity diagrams, component diagrams, and message sequences charts. This model is extended with the aspect model, specifying message sequences charts weaving to the primary model either in requests or responses upon services invocation. There are consequent model transitions into a core scenario model and to an LQP-extended queuing network model, which is able to represent nested services and perform the run-time performance analysis. The approach is demonstrated in a case study showing the performance impact of different service combinations. Subsequently, Alhaj (2011) proposes UML profile introducing stereotypes for join-points.

Braem et al. (2007) examines a high-level visualization creation environment used for the analysis stage. In particular, they look into web services and service composition. The modularization supports crosscutting concerns. The visualization allows connecting aspects to components. Service can be encapsulated in both aspects and components. The code generation tool produces a BPEL process which includes weaved-in concerns. The work also introduces a concern-specific language capable of concern definition, visualizable through the introduced tool.

Earlier-mentioned work by Hassan, Ali, and Bahsoon (2017) models microservice granularity as an ‘ambient’ to see the QoS trade-offs. The proposal considers a hierarchical structure of ambients of at least fours aspects: a granularity adaptation, mobility, coordination and a distribution.

Finally, in the previously-mentioned work by Souza et al. (2011), the authors propose analysis with the aim of identification of services. They suggest using an event-driven process chain detailed in the activity models called function allocation diagrams and extending them via aspect-oriented business process modeling to capture crosscutting concerns encapsulated in modules. With their approach, we can analyze reuse of crosscuts and track their usage across services.
4.8. Security

Security in SOA and generally in distributed systems is a challenging topic, and the AOP advantages in this area have been noted by various authors.

Baouab et al. (2009) addresses security of heterogeneous services in SOA. They aim to separate security from business services and propose a new model of three components including business services, security meta-services, and an orchestration service. They manage this through the concept of reusable meta-services, a helper to build business services or security services. Six categories of meta-security services are introduced. When a request is made a security gateway intercepts the call and directs it to various meta-services through BPEL to produce the response, enforcing security. Moreover, services are grouped under a particular policy. The approach separates the security concern to easily reuse it; however, no performance impact is studied or provided.

A similar outcome through a different use of the AOP mechanism was achieved by Cerny, Trnka, and Donahoo (2016). Service security rules and constraints are usually elements of the internal knowledge. However, we can separate out the service security concerns involving a domain-specific language (DSL) description, such as Drools or MPS. DSLs usually have well-described meta-models, allowing us to parse the captured rules and enforce them within the service. Moreover, the parsed rules can be transformed into a machine-readable format (JSON, XML) and shared with other services. Such sharing allows us to build a high-level picture of security, run a verification check on security correlation for verification, build a security-aware composite service or even reuse the knowledge in a user interface, applying client-side validation transforming the machine-readable format into JavaScript. In addition, parsing the rules as described above has the great advantage of self-propagation across services, becoming adaptive, enforceable and easy to read or maintain.

Sonchaivanich et al. (2010) separates out security concerns from business processes. The authors highlight the option to divide development process between security experts and business process experts where only a limited correlation must exist between the groups, each having a specific responsibility. The security framework is packaged separately from the service application, bringing the ability for the security framework to be reused across different applications.

Similarly, Dell'Amico et al. (2012) considers hierarchical policy language capturing security concerns to govern SOA. Policy enforcement involves a distributed hierarchy of reference monitors that control the information flow between services. Security is a cross-cutting requirement that often ends up scattered over several pieces of code and locations. The authors suggest that AOP structuring and modularization improve both readability and enforcement. Introduced language provides rules to express various security policies, and, moreover, it specifies how the domain divides into a hierarchy (corporations, individuals, etc.). Policies regulate the exchange of information between different domains. They are enforced and monitored at the borders of policy domains. Information is expected to carry annotations with security metadata to indicate a join point. The language-specific security rules are handled exclusively by reference monitors running within each policy domain and controlling the flow of information crossing their borders.

Finally, Sendor et al. (2014) promise to use AOP for SOA, to handle the main OAuth protocol flow. However, their approach focuses solely on the use of chaining and interceptors. They achieve separating out the code implementing the OAuth protocol from the application business logic. When Java EE EJB 3.0 Specification was published, it introduced a standard Interceptor API, but it was a long time before anyone brought this basic AOP feature and functionality to practice.

In work described below, Antunes and Vieira (2017) performs a security check on method calls to differentiate an attack from a conventional application usage.

4.9. Testing

An approach for designing vulnerability testing tools for web services is introduced by Antunes and Vieira (2017). Particular scenarios include penetration testing, attack signatures and interface
monitoring, and runtime anomaly detection. AOP is applied for service monitoring to intercept web service execution. This allows for the employment of vulnerability detection mechanisms. AOP intercepts all the calls that APIs use to execute SQL, XPath, etc., and delivers the trace to the information collector in a proposed runtime anomaly detection tool. In addition, the collected information can be applied in static vulnerability detection. Security checks are performed for each data access command executed during the attack phase. All commands are intercepted (using AOP), hashed and stored; next, they are compared to the values of valid commands.

5. Particular cross-cutting concerns in the current literature

In this section, we look into the particular cross-cuts described in current literature. In the existing work, we can find that researchers separate out cross-cutting concerns in various situations. It is well known that such as separation works well for decoupling logging, transaction management or exception handling from the core system functionality (Laddad 2009). But the separation can go beyond these. Researchers have applied it to separate our non-functional requirements (Hmida, Tomaz, and Monfort 2005) or to reuse them across services. The core services can act as the main component that is extended with contextual conditions (Wang and Wang 2013) or even extended with novel service versions, bringing the flexibility to maintain evolution management (Deepiga, Senthil, and Babu 2014).

Context awareness, versioning, and adaptability in conventional development usually lead to multiple software versions, requiring new descriptions of the entire application state transition options or even enumeration of every state of combination. This is simply because of the inability, or insufficient mechanisms, of conventional development approaches to deal with cross-cuts (Cerny et al. 2013). The literature usually depicts this through a sketch, such as the one in Figure 2, where the designer thinks of each aspect (e.g. presentation, layout, security, etc.) as individual Figure 2(a). However, when it comes to capturing the concern in the source code, (Figure 2(b)), all aspect collapses and scatters across various locations, introducing restatements, and worse in the distributed environment across distinct modules.

In AOP approaches, the prime ‘must have’ functionality defines the frame into which a particular aspect weaves in, based on the conditions, usually at runtime. With enough expressive join points and weavers, the designer may only pay attention only to a particular aspect, rather than on how they may ‘possibly’ weave together. This significantly reduces the concern reasoning from states in N dimensions to a single dimension. This can be seen again on Figure 2(a).

AOP mechanisms have to be adapted for distributed systems. It is no longer sufficient to see the AOP mechanism originally introduced by Kiczales et al. (1997) in 1997 working on a single code base. The shift calls for distributed weaving mechanisms and unified join points. For instance, as suggested by Cerny and Donahoo (2015), the weaver can be divided into multiple parts, one part that provides meta information to the other part responsible for the weaving. This goes hand in hand with SOA and other distributed solutions when we deal with service integration, categorizing services into aspectual and core ones.

Figure 2. (a) Concern/(b) implementation space.
AOP researchers have demonstrated examples of modules successfully divided into smaller ‘aspectual’ web services (Zhang, Meng, and Liu 2009; Yumei et al. 2009) or security services (Baouab et al. 2009) and orchestrated by a weaver in composition services. This brings the capability of applying a single change from one location to all services. This is applicable when we deal with policy enforcement (Baligand and Monfort 2004), global governance or security (Dell’Amico et al. 2012). These concerns are usually scattered throughout the system in a conventionally designed system, including restatements and repetitions that deteriorate maintenance and readability.

Another example of cross-cuts can be seen in business processes where Charfi and Mezini (2004) or Wang and Wang (2013) strip out constraints and business rules from the process, which enables their reuse. This usually brings another benefit. Rules, processes and the system itself are described through different languages, either general purpose (GPL) or domain specific (DSL). Having a limited, single-focus DSL allows utilization of a domain expert (Sonchaiwanich et al. 2010) in the development process, which simplifies development, changes management and evaluation.

As noted by Wang and Wang (2013), AOP help when services must be modified or changes must be enforced across the enterprise. In conventional approaches, change impact tracking can be difficult since services are rarely adaptive. By nature of its design, AOP facilitates adaptation (Cerny and Donahoo 2016). AOP makes services flexible enough to allow modification because it is based on considering/modularizing particular concerns rather than enumerating all options at one place.

The advantages of AOP go beyond modularization and apply to the communication aspect as well. For instance, large blocks of data containing repetition can be replaced by concurrently-delivered concerns assembled together at the destination (Cerny and Donahoo 2015). Moreover, services can be weaved on a custom chain in order to address performance (Seiler et al. 2011). However, such chaining can be easily analyzed because each aspect has already been considered at the modeling level (Ermagan, Krüger, and Menarini 2008).

Changing business requirements together with communication may impact service composition, which could be addressed through a mediation layer (Cibrán et al. 2007). Such a layer may intercept service invocation and weave in aspects for billing, caching, management, redirection or monitoring, all separately defined. AOP’s advantages can also be applied to initiate communication and influence initiation, decouple critical sections and help to define strategies for rollbacks, checkpoints or consequent recovery (Han, Jung, and Yeom 2011) (Marzouk and Jmaiel 2013). The same layer may be built on top of a particular server, enforcing QoS with rules and strategies encapsulated in aspects. In Giunta et al. (2015), the authors show the efficiency of such a layer on rerouting requests across local/remote services.

AOP mechanisms can also help when sensing quality attributes in distributed systems (Balakrishnan and Sangaiah 2017), and based on current metrics’ values, determine rules to improve the overall systems (Giunta et al. 2015). Such rules can include enforcing priorities in communication and triggering relocation or initiation of certain service modules to heal the system (Baresi, Guinea, and Pasquale 2007), which may further enforce agreements on quality assurance (Kim and Hong 2011). This approach can accommodate exceptions-handling across a distributed environment and customizing system recovery mechanisms (Castor, Leite, and Rubira 2012).

Monitoring services impact system performance, since every call may be monitored. AOP brings novel capabilities not only to adjust the current system metrics, but also to determine attacks (Antunes and Vieira 2017), or to weave in security guarantee aspects (Dell’Amico et al. 2012; Baouab et al. 2009).

AOP elements have been incorporated into BPMN and BPEL, where many researchers add an option to weave in concerns such as non-functional properties (Wada, Suzuki, and Oba 2008), monitoring and replacement strategies (Kim and Hong 2011), flexibility (Wang and Wang 2013), logging etc. AOP applies to all the stages of the life-cycle from analyses (Souza et al. 2011), design or runtime. It may help with business compliance crosscuts in heterogeneous environments (Wang,
Bandara, and Pahl (2010) or even stream business constraints and rules across services in machine-readable format (Cemus, Cerny, and Donahoo 2015).

Identifying aspects and their repetition across services in the analytical phase helps the later design phase to avoid restatements (Souza et al. 2011; Mosser et al. 2011). It also helps to define service scope (Hassan, Ali, and Bahsoon 2017). Moreover, AOP facilitates the transformation for system prototyping (Krüger, Mathew, and Meisinger 2006).

5.1. The role of AOP in IoT

Current works applying AOP in IoT are rather limited (Balakrishnan and Sangaiah 2017) (Balakrishnan and Sangaiah 2015; Spieldenner et al. 2017). However, the described problems addressed by AOP fit well to IoT solutions. Consider Guinard et al. (2010) that puts together SOA with IoT, leading to an Internet of Services. In their work, the authors expect that dynamic network discovery, queries, selection and on-demand provisioning of web services will be of crucial importance to IoT. Similarly, Issarny et al. (2016) emphasizes the requirements for ultra-large scale, extreme heterogeneity and the dynamics of the IoT. The authors believe that SOA as a middleware can address the challenges posed by the IoT for the development of distributed applications. While SOA has undoubtedly shaped the industry, newly developed systems should move towards MSA (Cerny, Donahoo, and Trnka 2018). MSA enables large scaling for selected services, continuous deploy, and isolation or resilience to failures, which provides a better fit and necessary agility for future IoT middleware demands. Although device heterogeneity will still be a challenge, considering the distinct protocols of interaction, various works we discussed consider an additional layer that can easily extend the integrability (Balakrishnan and Sangaiah 2015; Cibrán et al. 2007).

Balakrishnan and Sangaiah (2017) discussed challenges related to the unknown topology and data estimation, to address temporary IoT sensor unavailability. Their weaving mechanisms consider service monitoring, which is important to obtain context. The weaving mechanisms also use the context for decision making and software reconfiguration to meet the QoS attributes. With real-time systems, this can be a challenge (Xu et al. 2017). Thus aspects define a dynamic reconfiguration logic as well as a functional substitution in case the sensors are temporarily not available. Missing data can be replaced with approximated data instead. The IoT service discovery mentioned by Guinard et al. (2010), can be addressed by AOP, especially when dealing with context-awareness. The authors emphasize that IoT solutions require the conception and development of dynamic adaptation and autonomic capabilities, including mechanisms for discovering available resources and capabilities.

Balakrishnan and Sangaiah (2015) suggests placing middleware between the IoT hardware and the application to process the data gathered from the device component. Such middleware is responsible for interacting with IoT device and management of the information, as well as solving heterogeneity challenges. The middleware layer may perform functional substitution when necessary, but it primarily brings reconfigurability to support the heterogeneity of IoT sensors. The AOP is employed to design such a layer, for instance, considering features as aspects that are dynamically enabled for given context. It can also be used to create a set of agents for given challenges, as proposed by Spieldenner et al. (2017). The new aspects can be introduced to adapt to an evolution, e.g. new sensors. However, the crucial part of the middleware is to know the context, which requires monitoring of the infrastructure. Existing work, e.g. Baresi, Guinea, and Pasquale (2007), discusses AOP monitoring. These requirements seem very suitable for AOP design. Baresi, Guinea, and Pasquale (2007) provides a large section of existing work on monitoring and reconfiguration. This approach of agent design through AOP is quite common in works we considered in this survey.

Similarly, Spieldenner et al. (2017) considered a dynamic IoT environment perspective. To deal with the ever-changing requirements, the authors proposed an architecture that accepts plugins.
(separate modules) with a particular logic. These are meant to provide extensibility and adaptation to new requirements, e.g. a new sensor protocol support. When compared to Balakrishnan and Sangaiah (2015), plugins and agents that address the same challenges and serve the same purpose.

The same approach, to simplify service integration with an additional mediation layer, is introduced by Cibrán et al. (2007) to simplify service integration. In the QoS perspective, Giunta et al. (2015) introduced a QoS-related mediation layer on top of a web server.

The work of Kim and Hong (2011) can be addressed to face fault-tolerance in IoT. Similar to previous approaches, they propose detecting faults through aspect processes monitoring the service invocation on top of WS-BPEL processes and suggesting their replacements when necessary. Castor, Leite, and Rubira (2012) then addresses the fault-tolerance through coordinated exception handling.

6. Aspect weavers

This section introduces the weavers used in the evidence. AspectJ and SpringAOP are among the most well-known ones; however, proprietary weavers are often designed on top of language metamodels. Unspecified weavers have also been developed. The below list shows the weavers with a dedicated website.

- **AspectJ** - AspectJ weaver is used in (Yumei et al. 2009; Deepiga, Senthil, and Babu 2014; Krüger, Mathew, and Meisinger 2006; Sonchaisaiwanchik et al. 2010), AspectJ with Aspicere (Han, Jung, and Yeon 2011), AspectJ with ActiveBPEL (Seiler et al. 2011), (https://eclipse.org/aspectj)
- **AO4BPEL** - AO4BPEL is used in (Charfi and Mezini 2004; Wang and Wang 2013) and mentioned in (Marzouk and Jmaiel 2013), (https://github.com/alook/ao4bpel2/wiki)
- **SpringAOP** - SpringAOP weaver is used in (Corradi et al. 2009; Balakrishnan and Sangaiah 2017; Balakrishnan and Sangaiah 2015), (http://spring.io)
- **AspectFaces** - AspectFaces weaver is used in (Cerny and Donahoo 2016; Cerny and Donahoo 2015; Cerny, Trnka, and Donahoo 2016; Cerny et al. 2013) AspectFaces with RuleGuvnor is used in (Cemus, Cerny, and Donahoo 2015), (http://www.aspectfaces.com)
- **AMBIENT-PRISMANET** - AMBIENT-PRISMANET middleware AOP for component-based application (Hassan, Ali, and Bahsoon 2017), (http://prisma.dsic.upv.es)
- **JAsCo & JAsCo.Net** - AspectJ alternative/complement with aim to combine AOP with component-based software development introducing aspect beans and connectors (Cibrán et al. 2007), (http://ssel.vub.ac.be/jasco/what.html)

The proprietary weavers with no website, unspecified and self-developed are found in (Anderson and Ahmed 2006; Hmida, Tomaz, and Monfort 2005; Zhang, Meng, and Liu 2009; Zhang, Meng, and Liu 2008; Baligand and Monfort 2004; Walraven et al. 2010; Kim and Hong 2011; Baouab et al. 2009). Other research works provide more details on used weaver, however, we did not find a website or repository for them. The below list provides details on the mentions.

- **proprietary Jess rule engine extension** - Extension of Jess rule engine (Wang, Bandara, and Pahl 2010)
- **proprietary** - Aspect-oriented process modeling language (AOPML) with no details on the weaver (Souza et al. 2011)
- **proprietary Apache CXF extension** - Apache CXF framework (Sendor et al. 2014).
- **Ark.bpmn** - BPMN weaver (Wada, Suzuki, and Oba 2008)
- **Continuum/J** - (Harrison 2011)
- **M2Code extensions** - Weaver for Aspect Message Sequence Charts (Ermagan, Krüger, and Menarini 2008)
- **DEng** - DSOL execution engine built on Apache CXF (Cugola, Ghezzi, and Pinto 2012)
- **ONCE-BPEL** - introduced in (Huang, Wu, and Wei 2009)
Kaqueuei - Keen Aspect-oriented and Quality-oriented Server-side Infrastructure (Giunta et al. 2015)
RAD-WS - Runtime anomaly detection tool (Antunes and Vieira 2017)
Dynamo Build on top of JBoss Rule Engine, with ActiveBPEL (Baresi, Guinea, and Pasquale 2007)
HiPoLDS RM - Hierarchical Policy Language for Distributed Systems (HiPoLDS) with no details on Reference Monitors (RM) enforcing security policies that act as weavers (Dell’Amico et al. 2012)
Padus - Padus weaver in Service Creation Environment (SCE) which includes a BPEL engine (Braem et al. 2007)
MoDAS - Model-Driven Adaptable Services that generate Java and AspectJ code (Peinado, Ortiz, and Dodero 2015)
ADORE engine - Aspect-oriented Use Case Maps (AoUCM) mapping to ADORE aspect-oriented business process models, using unspecified ADORE engine (Mosser et al. 2011)

7. Threats to validity

A primary threat to the validity of survey studies is inadequate coverage. We tried to address these issues by the breadth of our coverage and the design of our research parameters. Our evidence elimination mechanism is similar to guidelines for conducting systematic mapping studies as introduced by Petersen, Vakkalanka, and Kuzniarz (2015). However, we did not consider certain parameters such as countries of authors or institutions, or a particular count of resources per conferences, authors or year.

Although we cannot guarantee 100 percent coverage of related papers, we believe we have selected all relevant papers that are within the scope of this study. We addressed this threat by selecting and examining several search strings that fit our paper control set. Moreover, multiple considered papers reference each other.

Next, a potential threat is data extraction bias based on the human factor. We addressed this threat by conducting three individual reviews for each paper, with respect to classification, cross-cutting concerns, and weaver. We also addressed this threat by using a RAKE algorithm (Rose et al. 2010) to extract paper keywords, that we matched with the manually-extracted ones.

Another potential threat is the exclusion of relevant papers due to their scope. To address this, we followed methods for establishing the selection criteria suggested in (Petersen, Vakkalanka, and Kuzniarz 2015). We then spent considerable time reading the selected papers, as well as their related work, to assure that the papers fit within the considered scope. We excluded papers outside of the AOP or AOSD range and papers not relevant to SOA, Microservices, IoT, or close topics such as web services, or grids. We also excluded papers with no specific output, or papers that concluded with a suggestion or an opinion but no method proposal. Finally, we excluded papers not published in the considered academic databases or papers which had very limited content.

8. System integration summary

While broad surveys on system integration can be found (He and Xu 2014; Liu et al. 2008), they currently do not describe AOP use. However, many integration challenges can be addressed by AOP. For instance, the survey by He and Xu (2014) considers the integration that must take place on the communication layer, for data integration, for business logic integration or at the presentation layer integration across heterogeneous systems. A brief consideration of these four areas shows the potential of AOP.

The communication layer, can be delegated to SOA, which acts as the mediator, but the more up-to-date approach is MSA, where particular applications are connected individually (Cerny, Donahoo, and Trnka 2018). AOP addresses QoS for the communication, together with monitoring
and reconfiguration of services (further discussed in Sections 4.4 and 4.5). Moreover, when a particular choreography or orchestration is needed, a lot of work addresses the process flow together with monitoring and reconfiguration, such as (Charfi and Mezini 2004; Wang and Wang 2013; Marzouk and Jmaiel 2013), especially involving BPEL. More examples of the composition are discussed in Section 4.3. Multiple works mention an additional mediation layer where AOP weaving takes place (Balakrishnan and Sangalah 2015; Cibrán et al. 2007).

There is rather limited work on data integration with AOP. Balakrishnan and Sangalah (2017) mention data approximation when sensors are temporarily unavailable; this simplifies the data integration design. However, when it comes to different data schemes across various services, the MSA with bounded context is the right direction to consider (Cerny, Donahoo, and Trnka 2018). When a global or a centralized perspective of information is needed, MSA does not provide any mechanism to do that an requires revisiting each service. One possible solution, suggested by Cerny and Donahoo (2015), is to apply code-inspection and AOP transformation which produces a data representation of a particular service in machine-readable formats that can be easily centralized or processed by consumer services, and this builds a bigger picture.

When it comes to business logic integration, SOA services offload the processes to the ESB, and thus all the process flow is governed from a centralized location (Charfi and Mezini 2004; Wang and Wang 2013; Marzouk and Jmaiel 2013). This topic is discussed in Section 4.6. When we move to MSA, the centralization is lost, as each MSA contains its own process flow. Cemus et al. (2017) showed that when capturing business processes and rules in a domain-specific language, through AOP they can be inspected and through AOP enforced throughout the service, and, moreover, they can be extracted and transformed to machine-readable formats and thus shared across services to build a large picture. One particular case is transforming business rules to JSON and providing them to the application front-end for a client-side enforcement.

Finally, the presentation layer is currently addressed mostly by client-side frameworks (Cerny, Donahoo, and Trnka 2018), while SOA preference used to be portals liu2008manufacturing. AOP can help address development and maintenance efforts, adaptation and context-awareness. For instance, Cerny et al. (2013) suggested utilizing AOP to derive data presentations in user interfaces from data layers directly while enabling full customization, integrating validation, overcoming constraints and enforcing security (all considered as distinct aspects). Cerny and Donahoo (2015) also introduced platform-independent data presentations that can be streamed to any platform to build a presentation on a native platform using its specific components and widgets. Here AOP is utilized to determine the context and situation for which the presentation should be provided. One beneficial consequence is that any data change in the service provider is directly propagated to all consumer services avoiding correlation errors or incompatibility. When multiple distinct or heterogeneous services provide the data presentations in the platform-independent format, the presentation integration becomes similar to presentations within homogeneous application backends.

Liu et al. (2008) mentions process integration, which is usually base on a business-oriented layer on top of applications. The processes and their integration in the scope of AOP are detailed in Section 4.6. The same authors also discuss integration on the middleware level, where message brokers, transactions, and queuing are considered (e.g. Messaging Systems). Specifically, for messaging, Han, Jung, and Yeom (2011) considers different types of communication in MPI processes in a distributed environment and cluster computing improving readability and maintainability with AOP. They look into checkpointing, critical sections or rollbacks. More work on messaging and particular message types are further discussed by Ermagan, Krüger, and Menarini (2008) with AOP messages that influence service behavior. With the modeling and analytic perspective Alhaj and Petriu (2010) and Krüger, Mathew, and Meisinger (2006) involve message charts to evaluate the run-time performance or analyze routing mechanisms and communication
through ESB. Finally, the security perspective for system integration involving AOP is detailed in Section 4.8.

9. Conclusion

This paper provides a roadmap of the AOP accomplishments and challenges in the areas of System Integration, SOA, Microservices, and IoT. It categorizes the gathered evidence into service modularization, a composition of services, monitoring and reconfiguration, quality of service, visualization, prototyping and modeling, business processes, security, and testing and provides detailed discussion.

Next, it describes where specifically cross-cutting concerns can be found in such distributed system design and interaction. Various AOP tools evidenced in the literature were described to help the reader jump to integration rather than reinventing the wheel. This roadmap will help the community understand and apply the existing knowledge to deal more efficiently with difficulties in application design and interaction in related areas.

To our best knowledge, there is no similar survey for AOP and System Integration or distributed systems.

Notes
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