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Highlights

- Privacy fatigue is a multi-dimensional concept including exhaustion and cynicism.
- There is a significant effect of privacy fatigue on privacy coping behaviors.
- Privacy fatigue has a stronger impact disengagement behavior than privacy concern.
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Abstract

The increasing difficulty in managing one’s online personal data leads to individuals feeling a loss of control. Additionally, repeated consumer data breaches have given people a sense of futility, ultimately making them weary of having to think about online privacy. This phenomenon is called “privacy fatigue.” Although privacy fatigue is prevalent and has been discussed by scholars, there is little empirical research on the phenomenon. This study aimed not only to conceptualize privacy fatigue but also to examine its role in online privacy behavior. Based on literature on burnout, we developed measurement items for privacy fatigue, which has two key dimensions — emotional exhaustion and cynicism. Data analyzed from a survey of 324 Internet users showed that privacy fatigue has a stronger impact on privacy behavior than privacy concerns do, although the latter is widely regarded as the dominant factor in explaining online privacy behavior.
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1. Introduction

Although Internet users can enjoy improved online services with the daily use of information communication technology (ICT), they may face threats associated with personal information misuse (Bansal & Gefen, 2010). For example, while mobile coupons based on users’ location information can provide highly personalized services, they may induce strong feelings of privacy intrusiveness (Sutanto, Palme, Tan, & Phang, 2013). Because digitized personal information can be easily stored, duplicated, conveyed, and integrated in online environments, risks to information privacy have become more significant in the digital age (Junglas, Johnson, & Spitzmüller, 2008). In spite of ongoing efforts to protect users’ privacy rights, data breach incidents have continued (Sen & Borle, 2015). 4,149 data breaches were reported in 2016, affecting over 4.2 billion records.¹ 500 million Yahoo user accounts were compromised in 2014, after a breach involving more than 1 billion user accounts in 2013.² The frequent data breaches remind people that they are not in control of their online information. Privacy fatigue reflects a sense of weariness toward privacy issues, in which individuals believe that there is no effective means of managing their personal information on the Internet (Acquisti, Friedman, & Telang, 2006; Hargittai & Marwick, 2016). Prior research has shown that over-disclosure of personal information is commonplace among Internet users (Preibusch, Krol, & Beresford, 2013). Because there is good evidence that fatigued individuals are likely to reduce their decision-

making efforts (Levav, Heitmann, Herrmann, & Iyengar, 2010), such behavior can be considered as a manifestation of privacy fatigue among the users who are not willing to devote major efforts to managing the information to they share.

Recognizing the gravity of information privacy threats, researchers have intensively investigated users’ privacy behaviors. Considerable emphasis has been placed on an individual’s subjective assessment of information privacy risk, referred to as online privacy concern (hereafter, “privacy concern”). Prior studies have demonstrated that privacy concern is an important antecedent of the adoption of ICT services (Dinev & Hart, 2006). Privacy concern, however, does not account for the range of users’ responses to privacy risk. For example, although repeated data breaches may increase privacy concern, the public is inclined to underestimate or ignore the risk (Ponemon, 2014). Frequent data breaches may make people feel as though they have no control over personal information, and ultimately drive them into a state of resignation about online privacy (Kwon & Johnson, 2015). Additionally, the increasing complexity of the measures needed to protect one’s personal data online aggravates the feelings of resignation and lack of control, leading to a sense of fatigue (Keith, Maynes, Lowry, & Babb, 2014). This fatigue, brought on by casual data breaches and the complexity of online privacy control, can reduce users’ attention to privacy issues (Acquisti, Friedman, & Telang, 2006). Such a psychological state is known as privacy fatigue. As the phenomenon has become prevalent, researchers have opened discussion on it; however, there is still scant empirical work on privacy fatigue, and very little is known about its actual role. Accordingly, this study aims to (a) elucidate the concept of privacy fatigue and (b) empirically examine its role in privacy behavior.

2. Theoretical Background

Fatigue is defined as a “subjective, unpleasant feeling of tiredness that has multiple
dimensions varying in duration, unpleasantness and intensity” (Piper, Lindsey, & Dodd, 1987, p. 19). Fatigue arises from situations in which people are faced with high demands and an inability to meet their goals (Hardy, Shapiro, & Borrill, 1997). In the early stages of stressful situations, people have a general feeling of tiredness that generates psychological strain, and may subsequently reach a state of perpetual exhaustion (Lewis & Wessely, 1992). They may ultimately experience an extreme manifestation of a psychological strain (Burke, Greenglass, & Schwarzer, 1996), called burnout, mainly characterized as cynicism, exhaustion, and reduced efficacy (Schaufeli, Leiter, Maslach, & Jackson, 1996). Cynicism is defined as an attitude toward an object accompanied by frustration, hopelessness, and disillusionment. Because fatigue results from a failure to produce the expected outcomes (Freudenberger & Richelson, 1980; Hardy et al., 1997), cynicism, which mainly develops from unmet expectations (Andersson, 1996; Johnson & O'Leary-Kelly, 2003), constitutes a core component of fatigue. Emotional exhaustion signifies a “chronic state of emotional and physical depletion” (Cropanzano, Rupp, & Byrne, 2003, p. 160). The exhaustion, referring to the draining of emotional resources, captures the stress generated by excessive emotional demands (Maslach, Schaufeli, & Leiter, 2001). People experiencing burnout most often display symptoms of exhaustion (Maslach et al., 2001). A stressful situation that leads to cynicism and emotional exhaustion decreases one’s sense of effectiveness, thus reducing efficacy in doing a task (Schaufeli et al., 1996). It reflects feelings of reduced efficacy in burnout dimensions. However, reduced efficacy may also be explained as a potential consequence of fatigue (Shirom, 1989). Ample evidence exists that suggests PE works in conjunction with the other two dimensions (Bakker, Demerouti, De Boer, & Schaufeli, 2003; Lee & Ashforth, 1996; Schaufeli & Enzmann, 1998). These findings support the argument that emotional exhaustion and cynicism constitute core components of what is meant by fatigue, but
feelings of reduced efficacy play a different role (Schaufeli & Taris, 2005). For these reasons, reduced efficacy is excluded from our study.

Fatigue is primarily generated from high demands and an inability to meet goals (Hardy et al., 1997). In this respect, people with fatigue are likely to disengage from the task at hand (Hockey, 1997; Hopstaken, Linden, Bakker, & Kompier, 2015). It is a coping strategy of behavioral disengagement, which is defined as “reducing one’s effort to deal with stressors, even giving up the attempt to attain goals with which the stressor is interfering” (Carver, Scheier, & Weintraub, 1989, p.269). Confronted with difficulties in goal achievement, fatigued people tend to exhibit disengagement during task performance, rather than seeking to solve problems (Ax, Gregg, & Jones, 2001). Several studies have highlighted disengagement as a key outcome of fatigue (Bakker, Demerouti, & Verbeke, 2004; Demerouti, Mostert, & Bakker, 2010; Ray, Jefferies, & Weir, 1997). Prior research has demonstrated that fatigue decreases behavioral motivations, which results in disengagement behaviors and even abandonment of potential benefits (Boksem, Meijman, & Lorist, 2006; Hopstaken et al., 2015). To be consistent with a disengagement response, the consequences of fatigue have been associated with impaired behavioral performance, such as inability to concentrate on tasks or make proper decisions (Potempa, Lopez, Reid, & Lawson, 1986; Ream & Richardson, 1996).

On the Internet, privacy assurance protocols have become complicated enough that users feel that they are difficult to understand, which requires users to invest significant effort in managing their online personal information. Eventually, users may give up trying to understand privacy protocols so that they can use them to their full advantage (Schermer, Custers, & van der Hof, 2014). Frequently having to disclose personal information to online companies also gives people a feeling of lack of control over the collection and sharing of their personal information. Users
may ultimately believe that they cannot ensure their own online privacy, causing psychological stress and fatigue. When faced with privacy threats, individuals may react in a protective way to enhance their privacy, but with a sense of fatigue, they may not actively engage in privacy protection behaviors in line with the relationship between fatigue and disengagement. In this context of information privacy, the decision not to cope with privacy problems represents a deliberate disengagement from privacy issues.

Some studies have already investigated the phenomenon of fatigue in the online context. Keith et al. (2014) investigated how the complexity of privacy control in online social networks affects experienced utility by employing fatigue theory. A few studies have examined fatigue in the context of social networking sites (SNS). SNS fatigue is defined as negative affective responses to SNS activities (Lee, Son, & Kim, 2016; Zhang, Zhao, Lu, & Yang, 2016), in accordance with prior studies of fatigue that treat it in terms of feelings of tiredness, burnout, and reduced interest (Burke et al., 1996). In SNS, it has been demonstrated that perceived overload, arising both from interaction as well as the features of the technological interface, leads to fatigue (Zhang et al., 2016). However, initial works on fatigue in the online context have mainly focused on SNS settings, in which privacy fatigue in particular is only partially examined.

Varied types of concepts related to privacy fatigue have been introduced. Furnell and Thompson (2009) discuss security fatigue, in which people become tired of online security issues, leading to loose daily security practices. Other forms include consent fatigue, reflecting the tendency of people to simply accept a privacy policy without reading it (Schermer et al., 2014), and breach fatigue, in which people grow weary of data breach incidents (Kwon & Johnson, 2015). All of these concepts represent psychological fatigue with regard to online security and privacy. In this study, we comprehensively define privacy fatigue as a psychological
state of tiredness with the issue of online privacy so that it encompasses other relevant concepts, and further, empirically demonstrate its role in online privacy practices.

3. Research Model and Hypothesis Development

3.1. Privacy Concern

Online privacy refers to how personal information is collected and used in the online context (Pavlou, 2011). Online companies usually require consumers to provide their personal information for online service usage. Although companies also use their customers’ personal information to enhance customer relationship management, such information practices induce customers’ privacy concerns. Privacy concern is grounded in the possibility of negative outcomes associated with the misuse of personal information. Since people want to avoid the possibility of online companies’ misuse of their information, which may inflict a loss to them (van Slyke, Shim, Johnson, & Jiang, 2006), they may simply avoid the risk of information misuse by choosing not to disclose personal information whenever they have the option to do so. Therefore, individuals with high levels of privacy concern would show more reluctance to disclose personal information to online vendors. It has been demonstrated that privacy concern has a significant effect on the tendency to disclose personal information in various online contexts (Dinev & Hart, 2006; Taddicken, 2014).

In order to examine the role of privacy concerns, many studies employ the intention to disclose personal information as its outcome. Individuals, however, can engage in diverse protective responses to privacy invasion beyond the disclosure of personal information (Son & Kim, 2008). For instance, people with high levels of privacy concerns are more likely to boycott companies that threaten their privacy by removing their personal information from the company’s care or complaining to the company (Son & Kim, 2008). Although users can exhibit
a variety of coping behaviors, some of them do not respond to privacy threats. Such behavior or disengagement is a prevalent type of behavior. Disengagement is defined as “reducing one’s effort to deal with the stressor, even giving up the attempt to attain goals with which the stressor is interfering” (Carver et al., 1989, p. 269), and ultimately leads to withdrawal from activities (Kahn, 1990). In the context of online privacy, we define disengagement as the extent to which users reduce their efforts to carry out coping behaviors in response privacy threats. More specifically, disengagement indicates that users are unwilling to utilize coping behaviors, including removal of personal information from the company, intentional offering of fake personal information, negative word-of-mouth, complaining to the company, and complaining to 3rd party organizations. While the intention to disclose is limited to users’ practice of sharing personal information with the company, disengagement represents their withdrawal of diverse coping behaviors due to privacy threats.

Internet users who worry about their privacy will not readily give up control of their information in the face of the threat of online companies’ misusing it. If they find out that their personal information is mishandled, they may take further actions to mitigate the identified threats (e.g., removal of the information, complaining to the company). Such argument can be explained by the rationale of expectancy theory (Van Eerde & Thierry, 1996, Vroom, 1964), in which individuals seek to maximize positive consequences and minimize negative ones. Individuals weigh the costs and benefits of decisions to estimate the expected outcomes (Vroom, 1964). In regards to online privacy, the decision whether or not to disclose personal information is the result of these subjective evaluations of cost effectiveness, which is known as privacy calculus (Culnan & Armstrong, 1999; Dinev & Hart, 2006). In particular, privacy risks primarily cover the cost side of the calculus (Anderson & Agarwal, 2011). Son and Kim (2008) have
shown that privacy concerns lead to various coping behaviors in response to privacy threats. It is suggested that individuals with low privacy concern would be likely to disengage from deliberate coping behaviors. Consequently, this study hypothesizes as follows:

**H 1a.** A higher level of privacy concern will result in less intention to disclose personal information.

**H 1b.** A higher level of privacy concern will result in less disengagement.

### 3.2. Privacy Fatigue

Privacy management is an ongoing challenge that people experience while using the Internet. Over time it has become burdensome for users to maintain their privacy; to the extent that it has become easy in the digital age for personal data to be collected and shared, it is also difficult to control how one’s personal information is used and thus maintain privacy.

The main deficiency exhibited by people with fatigue is an inability to make decisions (Potempa et al., 1986; Ream & Richardson, 1996). This fact stands out when the individuals are required to deal with more things than they can handle in decision-making process (Voh et al., 2008). For example, platform for privacy preferences (P3P) provides users with options to select their own preferences for privacy settings, but they are often overwhelmed by the choices available (Weitzner et al., 2008), and even have difficulty understanding the privacy management system itself (Schermer et al., 2014). Privacy fatigue can therefore result in an inability to make decisions regarding online privacy. The relevant point to note is that those with fatigue want to minimize effort in decision making (Levav et al., 2010), so they tend to choose the easiest way, or simply accept the default option. Individuals with high levels of privacy fatigue are, therefore, not likely to make the effort to decide how and whether to disclose personal information, and would agree to the release of their information without deliberation.
Hence, it is suggested that there is a positive relationship between privacy fatigue and intention to disclose personal information to online vendors.

Previous studies on fatigue have also indicated that it results in an inability to cope and the manifestation of withdrawal symptoms (Potempa et al., 1986; Ream & Richardson, 1996). Fatigued people sometimes tend to exhibit disengagement coping during task performance, rather than to seek to solve problems (Ax et al., 2001). Several studies have highlighted disengagement as a key outcome of fatigue (Bakker et al., 2004; Demerouti et al., 2010; Ray, Jefferies, & Weir, 1997). As the user’s goal is to protect their privacy from being misused, a no-coping response to privacy threats may be seen as irrational. However, this phenomenon makes sense for people in fatigue in an online environment. Users provide personal information to online companies to use Internet services. In such a relationship, most companies provide privacy policy statements and privacy assurance services in the ways of building users’ trust, since the users are not completely able to monitor the vendors’ information use (Culnan & Armstrong, 1999; Xu, Dinev, Smith, & Hart, 2011). However, privacy fatigue can arise from the complexity of privacy assurance systems (Schermer et al., 2014). Frequent data breaches can also make people feel a loss of control over personal information, and protesting that their rights are being violated (Sen & Borle, 2015). In a controllable situation, people generally believe that further steps can be taken to achieve desirable outcomes (Weinstein, 1980). However, when they feel an irreversible loss of control, they exhibit reluctance to put forth further efforts (Hopstaken et al., 2015; Wrosch, Schulz, & Heckhausen, 2002). The obstacles users face to effective management of their privacy may result in withdrawal from active coping in response to privacy threats, which is an instance of disengagement, because engagement mainly depends on the expected results of taking on a task (Cohen, McClure, & Angela, 2007). People experiencing
fatigue due to unmet expectations thus exhibit disengagement behaviors in which they are not motivated by future goals (Boksem et al., 2006; Hopstaken et al., 2015; van Der Linden, Frese, & Sonnentag, 2003). It has been suggested that disengagement occurs when “people expect poor coping outcomes” (Carver et al., 1989, p.269). Therefore, individuals with high levels of privacy fatigue would be expected to disengage from the goal of having their privacy protected. In line with the preceding reasoning, this study hypothesizes as follows:

**H 2a.** A higher level of privacy fatigue will result in higher intention to provide personal information.

**H 2b.** A higher level of privacy fatigue will result in higher disengagement.

**Fig. 1.** The research model

**4. Methodology**

**4.1. Measurement Development**

On the basis of previous studies, we developed a measurement instrument for research constructs. The instruments were proven to be reliable and valid in the context of general information systems and organizational behaviors. The measurement items from extant literatures were modified to fit the privacy context. We used a back-translation method to
convert the items written in English into Korean. All the items were measured by a 7-point Likert scale, ranging from “strongly disagree” to “strongly agree.”

Items for Privacy Concerns (PC) were adapted from Dinev and Hart (2006), in which the construct is conceptualized from the perspective of general Internet users’ concerns. Regarding the conceptualization of privacy fatigue as a second-order construct, the two first-order factors, emotional exhaustion and cynicism, were adapted from the Maslach Burnout Inventory – General Survey (MBI-GS; Schaufeli et al., 1996) which incorporates three subdimensions: Emotional Exhaustion (EE); Cynicism (CC); Professional Efficacy (PE). The subdimension PE was excluded from the model because there is considerable evidence that it plays a different role in burnout syndrome from the other two dimensions, developing in conjunction with them (Bakker et al., 2003; Schaufeli & Enzmann, 1998). The measurement items for Intention to Disclose personal information to online vendors (ID) were adapted from Malhotra et al. (2004). Disengagement (DE) was operationalized as the extent to which individuals give up the control over the misuse of their personal information. The items were adapted from Carver et al. (1989) and measured behavioral disengagement in coping with online privacy threats. The final scales are presented in Table 1.

Before conducting the main study, we modified the questionnaire to establish content validity through the focus group discussion with five researchers. Moreover, the pilot sample of 183 undergraduate students were recruited to evaluate the measurement properties since a group of 100 to 200 subjects is desirable for scale development (Kline, 1994). These students were not included in the final sample. An exploratory factor analysis (EFA) was used to determine the underlying structure of the instrument. First, a Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy, which should be greater than .6 to be satisfactory (Fraenkel & Wallen, 2000), gave a
value of .807, exceeding an acceptable level. Bartlett’s test of sphericity was significant (p-value=.000) for conducting a factor analysis (Davidshofer & Murphy, 2005). Factor loadings and reliabilities were evaluated using VARIMAX rotation in SPSS 20.0, and one item with a factor loading of less than .4 was dropped. Two cross-loaded items were also removed from the final scale. This study reduced the list of possible items to a manageable set (16 items), deleting 3 items (Table 1).

Table 1
Measurement of the variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Items</th>
<th>Sources</th>
</tr>
</thead>
</table>
| Privacy Concern                  | 1. I am concerned that the information I submit to online vendors could be misused  
                                      2. I am concerned that a person can find private information about me on the Internet  
                                      3. I am concerned about providing personal information to online vendors, because of what others might do with it  
                                      4. I am concerned about providing personal information to online vendors, because it could be used in a way I did not foresee | Dinev & Hart, 2006          |
| Emotional exhaustion             | 1. I feel emotionally drained from dealing with privacy issues in an online environment  
                                      2. I am tired of online privacy issues  
                                      3. It is tiresome for me to care about online privacy  
                                      4. (Deleted item) I am tired of managing privacy in an online environment (Cross-loaded) |                             |
| Privacy fatigue (Burnout survey) | 1. (Deleted item) I have become more cynical about whether my efforts in protecting online privacy contribute anything (Low factor loading)  
                                      2. I have become less interested in online privacy issues  
                                      3. I have become less enthusiastic in protecting personal information provided to online vendors  
                                      4. I doubt the significance of online privacy issues more often  
                                      5. (Deleted item) I just want to use Internet services and not to be bothered by online privacy issues (Cross-loaded) | Schaufeli et al., 1996      |
1. I am willing to disclose personal information asked by online companies within the next three years
2. I will probably disclose personal information asked by online companies within the next three years
3. I will likely disclose personal information asked by online companies within the next three years

Malhotra et al., 2004

1. I would give up the attempt to cope, if my personal information provided to online vendors is misused
2. I would quit trying to deal with the problem, if my personal information provided to online vendors is misused
3. I would give up trying to solve the problem, if my personal information provided to online vendors is misused

Carver et al., 1989

4.2. Sample

The data was collected from panel members of an online research firm in South Korea. Web-based online surveys were conducted during 1-week period in December 2016. After eliminating invalid responses, the final sample of 324 Internet users were included in the analysis (163 males; 161 females). The participants had a mean age of 40.6. They reported that they had used the Internet for an average of 16.2 years and spent an average of 3.2 hours (189 minutes) per day on Internet. Around 73.8% of the sample had associate or bachelor degrees, and employed persons (70.7%) constituted the majority in the sample. The overall demographic characteristics of the sample are shown in Table 2.

Table 2
Demographic characteristics (N=324)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Item</th>
<th>Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>163</td>
<td>50.3%</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>161</td>
<td>49.7%</td>
</tr>
<tr>
<td>Age (mean: 40.6)</td>
<td>20 – 29</td>
<td>67</td>
<td>20.7%</td>
</tr>
<tr>
<td></td>
<td>30 – 39</td>
<td>80</td>
<td>24.7%</td>
</tr>
<tr>
<td></td>
<td>40 – 49</td>
<td>83</td>
<td>25.6%</td>
</tr>
<tr>
<td></td>
<td>50 - 59</td>
<td>94</td>
<td>29.0%</td>
</tr>
<tr>
<td>Education</td>
<td>High school or below</td>
<td>57</td>
<td>17.6%</td>
</tr>
<tr>
<td></td>
<td>Associate and Bachelor degree</td>
<td>239</td>
<td>73.8%</td>
</tr>
<tr>
<td></td>
<td>Master’s degree or higher</td>
<td>28</td>
<td>8.6%</td>
</tr>
<tr>
<td>Occupation</td>
<td>Student</td>
<td>25</td>
<td>7.7%</td>
</tr>
<tr>
<td></td>
<td>Working</td>
<td>Unemployed</td>
<td>Others</td>
</tr>
<tr>
<td>----------------</td>
<td>---------</td>
<td>------------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>229</td>
<td>64</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>70.7%</td>
<td>19.8%</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internet usage time (mean: 3.2 hours)</th>
<th>Less than 1 hour</th>
<th>1 and less than 2 hours</th>
<th>2 and less than 3 hours</th>
<th>3 and less than 4 hours</th>
<th>4 and less than 5 hours</th>
<th>More than 5 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>70</td>
<td>61</td>
<td>62</td>
<td>24</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>9.3%</td>
<td>21.6%</td>
<td>18.8%</td>
<td>19.1%</td>
<td>7.4%</td>
<td>23.8%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Length of Internet use (mean: 16.2 years)</th>
<th>1 and less than 5 years</th>
<th>5 and less than 10 years</th>
<th>10 and less than 15 years</th>
<th>15 and less than 20 years</th>
<th>More than 20 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>10</td>
<td>76</td>
<td>134</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>0.3%</td>
<td>3.1%</td>
<td>23.5%</td>
<td>41.4%</td>
<td>31.8%</td>
</tr>
</tbody>
</table>

5. Results

5.1. Exploratory Factor Analysis (EFA)

In order to assess the validity and reliability of the measurement scale, an EFA using principal component factor analysis was first conducted from the sample of 324 Internet users, using a manageable set of 16 indicators. In the EFA, this study used VARIMAX rotation. The KMO value was found to be at an acceptable level (.818), and the Bartlett test of sphericity was significant to conduct a factor analysis (p-value=.000). As the eigenvalue of 1.000 was adopted, the results extracted 16 items with a five-factor solution, including PC, DE, ID, EE, and CC (Table 3). The total variance explained by the five factors was 74.4%. Determining whether the items are obtained in the final scale, all item loadings on the factors were above .6 and fully met the recommended guidelines (Hair, Anderson, Tatham, & Black, 1998) without cross-loading of .3 or above. Cronbach’s alpha coefficients to test reliability were above the acceptable level of .7, ranging from .791 to .881.

Common method bias is of considerable concern for survey research because the data are typically gathered by a self-report instrument during the same time period (Podsakoff,
MacKenzie, Lee, & Podsakoff, 2003). This study also used two methods to check for common method bias. First, Harman's one-factor test was employed to address the common method variance issue (Harman, 1976). We found that no single factor accounted for the majority of the variance. The results showed that the most influential factor accounted for 32.78% of the total variance. Second, common method bias is usually evidenced by extremely high correlations among variables (r>0.90) (Bagozzi, Yi, & Phillips, 1991). The correlation matrix (Table 5) indicates that the highest correlation is .560 between DE and CC.

**Table 3**
Exploratory factor analysis (EFA)

<table>
<thead>
<tr>
<th>Items/Factors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>.826</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC3</td>
<td>.820</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC2</td>
<td>.803</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC4</td>
<td>.797</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disengagement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE 3</td>
<td></td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE 2</td>
<td></td>
<td>.823</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE 1</td>
<td></td>
<td>.807</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to disclose personal information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID3</td>
<td></td>
<td></td>
<td>.894</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID1</td>
<td></td>
<td></td>
<td>.886</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID2</td>
<td></td>
<td></td>
<td>.705</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional Exhaustion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE3</td>
<td></td>
<td></td>
<td></td>
<td>.848</td>
<td></td>
</tr>
<tr>
<td>EE2</td>
<td></td>
<td></td>
<td></td>
<td>.840</td>
<td></td>
</tr>
<tr>
<td>EE1</td>
<td></td>
<td></td>
<td></td>
<td>.794</td>
<td></td>
</tr>
<tr>
<td>Cynicism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.866</td>
</tr>
<tr>
<td>CC3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.774</td>
</tr>
<tr>
<td>CC2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.677</td>
</tr>
<tr>
<td>Eigenvalues</td>
<td>5.245</td>
<td>2.850</td>
<td>1.573</td>
<td>1.198</td>
<td>1.036</td>
</tr>
<tr>
<td>Variance %</td>
<td>32.781</td>
<td>17.815</td>
<td>9.830</td>
<td>7.488</td>
<td>6.474</td>
</tr>
<tr>
<td>Cronbach alpha</td>
<td>.856</td>
<td>.881</td>
<td>.844</td>
<td>.796</td>
<td>.791</td>
</tr>
</tbody>
</table>

5.2. Confirmatory Factor Analysis (CFA)
Second, the proposed model was tested using Structural Equation Modeling (SEM) with the Partial Least Squares (PLS) approach. PLS is suitable for prediction-oriented research, whereas it is suggested that Covariance Based SEM (CB-SEM) is a confirmatory approach to theory testing or comparisons (Hair, Ringle, & Sarstedt, 2011). Moreover, it is suggested that PLS is especially useful for developing models that include higher-order factors (Lowry & Gaskin, 2014; Marcoulides, Chin, & Saunders, 2009). Therefore, since the theoretical framework for privacy fatigue is exploratory in nature, and the primary objective of this research is to assess the higher-order construct of privacy fatigue, PLS was chosen as the analytic technique. We conducted CFA using PLS for a comprehensive set of constructs elicited from EFA. SmartPLS 2.0 was used to test a robust validity test of the factor structure. In the CFA stage, a five-factor solution was conducted to check whether the solution represented the structure of the data, covering factor loadings, reliability, and discriminant validity.

The standardized factor loadings (Table 4) were greater than the acceptable level of .7, ranging from .730 to .918 (Fornell & Larcker, 1981). Composite reliability (CR) of factors ranged from .874 to .927, exceeding the cut-off value of .7 for all factors, and average variance extracted (AVE) which should be larger than .5 was from .699 to .808, indicating good convergent validity (Fornell & Larcker, 1981). In the discriminant validity, which signifies that each factor is different from each other, the square root AVE should be greater than the correlation coefficient between factors (Fornell & Larcker, 1981). In Table 5, diagonal values present the square root AVE, ranging from .836 to .899. The largest value in the correlation coefficient between factors was .560. Therefore, the correlation matrix in this study met the criterion for discriminant validity. In addition, the variance inflation factor (VIF) scores were examined to diagnose multicollinearity among constructs. The VIF scores ranged from 1.612 to
3.765, below the threshold value of 10 (Hair et al., 1998).

**Table 4**
Confirmatory factor analysis (CFA)

<table>
<thead>
<tr>
<th>Factors</th>
<th>Std. factor loading</th>
<th>t-value</th>
<th>Composite reliability (CR)</th>
<th>Average variance extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>.891</td>
<td>49.941</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC3</td>
<td>.866</td>
<td>47.490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC4</td>
<td>.826</td>
<td>25.489</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC2</td>
<td>.730</td>
<td>16.277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disengagement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE3</td>
<td>.918</td>
<td>81.983</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE1</td>
<td>.908</td>
<td>74.193</td>
<td>.927</td>
<td>.808</td>
</tr>
<tr>
<td>DE2</td>
<td>.871</td>
<td>34.323</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to disclose personal information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID3</td>
<td>.908</td>
<td>55.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID1</td>
<td>.900</td>
<td>53.016</td>
<td>.905</td>
<td>.762</td>
</tr>
<tr>
<td>ID2</td>
<td>.807</td>
<td>25.132</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional Exhaustion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE1</td>
<td>.879</td>
<td>9.864</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE3</td>
<td>.849</td>
<td>9.306</td>
<td>.874</td>
<td>.699</td>
</tr>
<tr>
<td>EE2</td>
<td>.777</td>
<td>5.956</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cynicism</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC2</td>
<td>.848</td>
<td>41.075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC4</td>
<td>.836</td>
<td>43.421</td>
<td>.878</td>
<td>.705</td>
</tr>
<tr>
<td>CC3</td>
<td>.835</td>
<td>30.296</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5**
Correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. PC</td>
<td>5.308</td>
<td>1.050</td>
<td>.836</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. DE</td>
<td>3.571</td>
<td>1.135</td>
<td>-.367</td>
<td>.899</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. ID</td>
<td>4.004</td>
<td>.907</td>
<td>-.278</td>
<td>.451</td>
<td>.873</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. EE</td>
<td>4.531</td>
<td>1.050</td>
<td>.194</td>
<td>.199</td>
<td>.043</td>
<td>.837</td>
<td></td>
</tr>
<tr>
<td>5. CC</td>
<td>3.981</td>
<td>.963</td>
<td>-.275</td>
<td>.560</td>
<td>.454</td>
<td>.194</td>
<td>.840</td>
</tr>
</tbody>
</table>

*Diagonal values are the square root AVE

5.3. Second-Order Factor Model

This research validated the conceptualization of privacy fatigue as a second-order factor. We
specified the second-order factor with two first-order factors, emotional exhaustion and cynicism. The second-order construct was measured using the repeated indicators approach, known as the “hierarchical component model” (Lohmöller, 2013). The composite reliability of privacy fatigue was .739 with an average variance extracted at .591 (Table 6), exceeding the cutoff level of .7 and .5 (Fornell & Larcker, 1981). Furthermore, all outer loadings were significant at p < .001, indicating that privacy fatigue had a high association with the first-order components of emotional exhaustion and cynicism. The amount of explained variance of privacy fatigue was reflected in its first-order components: Emotional exhaustion (41.2%) and cynicism (76.1%).

Table 6
Assessment of the higher-order factor model

<table>
<thead>
<tr>
<th>Privacy Fatigue</th>
<th>Outer loading</th>
<th>CR</th>
<th>AVE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional</td>
<td>.648*** (t = 5.688)</td>
<td>.739</td>
<td>.591</td>
<td>.419</td>
</tr>
<tr>
<td>Cynicism</td>
<td>.873*** (t = 25.406)</td>
<td></td>
<td></td>
<td>.761</td>
</tr>
</tbody>
</table>

Notes: * p < .05; ** p < .01; *** p < .001

5.4. Hypothesis Testing

For the structural model, this study assessed Stone-Geisser’s Q² to test the predictive relevance of the model (Chin, 1998). The Stone-Geisser Q² values of constructs were above zero (Table 7), suggesting a reasonable predictive relevance of the research model (Chin, 1998). Second, to check the fitness of the model, the Goodness of Fit (GoF) index, which refers to the geometric mean of the average communality and average R² (endogenous constructs), was estimated (Tenenhaus, Vinzi, Chatelin, & Lauro, 2005; Wetzels, Odekerken-Schröder, & Van Oppen, 2009). This study obtained a GoF value of .455, exceeding the threshold value of .36 for large effect size of R² (Wetzels et al., 2009).
We performed significance tests using the bootstrap resampling procedure with 500 sub-
samples (Chin, 1998). All path coefficients in the research model were significant for a p-value
of < .001 (Table 8). Privacy concern had a significant influence on disclosure intention (-.24, t =
4.682). Furthermore, the concern showed a strong significant negative effect on disengagement
(-.32, t = 6.427). These results support H1a and H1b, indicating that privacy concern has a
significant impact on the intention of privacy protection. Privacy fatigue also had significant
effects on both intention to disclose personal information and disengagement (support H2a and
H2b). Specifically, privacy fatigue was a powerful predictor of disengagement coping among
Internet users (.49, t = 8.967). Overall, the control variables, including gender, age, education
level, and Internet usage time were not significant predictors of outcome variables. The results of
the path analysis are presented in Figure 2.

Table 7
Results of Q² and GoF index

<table>
<thead>
<tr>
<th></th>
<th>Q²</th>
<th>Effect size of R² (GoF: \sqrt{\text{communality} * R^2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to disclose</td>
<td>.107</td>
<td>.455</td>
</tr>
</tbody>
</table>
| personal information    |      | (GoF$_{\text{small}} = .1$; GoF$_{\text{medium}}$
|                         |      | = .25; GoF$_{\text{large}} = .36$)                   |
| Disengagement           | .286 |                                                      |

Table 8
Results of the path analysis

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>Standard error</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a: Privacy Concern → Intention to disclose personal information</td>
<td>-.242*** (t = 4.682)</td>
<td>.048</td>
<td>Supported</td>
</tr>
<tr>
<td>H1b: Privacy Concern → Disengagement</td>
<td>-.316*** (t = 6.427)</td>
<td>.049</td>
<td>Supported</td>
</tr>
<tr>
<td>H2a: Privacy Fatigue → Intention to disclose personal information</td>
<td>.341*** (t = 5.504)</td>
<td>.062</td>
<td>Supported</td>
</tr>
<tr>
<td>H2b: Privacy Fatigue → Disengagement</td>
<td>.489*** (t = 8.967)</td>
<td>.057</td>
<td>Supported</td>
</tr>
</tbody>
</table>
Notes: * p < .05; ** p < .01; *** p < .001

![Diagram](image-url)

**Fig. 2.** Results of data analysis

5.5. **Post-hoc analysis: Interaction terms between privacy concern and privacy fatigue**

Lastly, we conducted a post-hoc analysis by adding an interaction term between privacy concern and privacy fatigue to the model. The mean-centering method was applied as a control for the multicollinearity problem (Aiken, West, & Reno, 1991). Following this standardization procedure, the interaction term was computed by cross-multiplying the two predictors. The results of the model with interaction effects are presented in Table 9. The path coefficients for the interaction terms with disclosure intention and disengagement were significant at p-value < .05. More specifically, an interaction term between privacy concern and privacy fatigue was positively correlated with intention to disclose personal information and disengagement coping. The result suggested that the negative relationship between privacy concern and two variables related to online privacy behavior is weaker when privacy fatigue is higher (Figure 3). In addition, the change in $R^2$ to determine the effect size ($f^2$) for the interaction effect was calculated (Cohen, 1988). The
effect size ($f^2$) of .030 and .026 was found to be small for the interaction term, where the threshold values are .02, .15 and .35 for small, medium and large effects respectively (Cohen, 1988).

**Table 9**
Results of the model with interaction terms

<table>
<thead>
<tr>
<th></th>
<th>Main effects model</th>
<th>Interaction effects model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Path coefficient</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC $\rightarrow$ ID</td>
<td>-.242*** ($t = 4.682$)</td>
<td>-.224*** ($t = 4.062$)</td>
</tr>
<tr>
<td>PF $\rightarrow$ ID</td>
<td>.341*** ($t = 5.504$)</td>
<td>.284*** ($t = 4.667$)</td>
</tr>
<tr>
<td>PC*PF $\rightarrow$ ID</td>
<td>.168* ($t = 2.055$)</td>
<td></td>
</tr>
<tr>
<td>$R^2$ (ID)</td>
<td>.193</td>
<td>.217</td>
</tr>
<tr>
<td><strong>Effect size ($f^2$)</strong></td>
<td>.030 (small)</td>
<td></td>
</tr>
<tr>
<td>PC $\rightarrow$ DE</td>
<td>-.316*** ($t = 6.427$)</td>
<td>-.301*** ($t = 6.412$)</td>
</tr>
<tr>
<td>PF $\rightarrow$ DE</td>
<td>.489*** ($t = 8.967$)</td>
<td>.443*** ($t = 8.449$)</td>
</tr>
<tr>
<td>PC*PF $\rightarrow$ DE</td>
<td>.135* ($t = 2.284$)</td>
<td></td>
</tr>
<tr>
<td>$R^2$ (DE)</td>
<td>.371</td>
<td>.387</td>
</tr>
<tr>
<td><strong>Effect size ($f^2$)</strong></td>
<td>.026 (small)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: bootstrapping n = 500; * p < .05; ** p < .01; *** p < .001

![Fig. 3](image-url)  
*Fig. 3. Interaction between privacy concern and privacy fatigue on online privacy behavior*
6. Discussion

The primary purpose of this study was to elucidate the concept of online privacy fatigue. For the objective, the study conceptualized privacy fatigue as an individual psychological phenomenon and developed a set of measures to assess it. The developed scale is an instrument that captures the multidimensional characteristics of privacy fatigue, including emotional exhaustion and cynicism. In addition, the study examined the effects of privacy fatigue on coping behaviors, and demonstrated that privacy fatigue is an important factor in understanding users’ information behaviors in online environments. Specifically, the results showed that privacy fatigue had more significant and intense impacts on users’ disclosure intention and users’ disengagement than privacy concern. Such results extend previous discourse on psychological fatigue of users with respect to online privacy by empirically assessing the impact of privacy fatigue on their behaviors.

The findings confirmed that individuals with high levels of privacy concern were more likely to take action to protect their privacy rights. On the other hand, privacy fatigue had a positive impact on disclosure of personal information and disengagement. This result demonstrates that users with more privacy fatigue tend to put less effort into making privacy decisions (Stanton, Theofanos, Prettyman, & Furman, 2016), and that privacy fatigue has a particularly strong effect on disengagement behavior. People with high levels of privacy fatigue are more likely to “do nothing” in response to the misuse of their personal information. On the whole, this study supported the significant role of privacy fatigue in users’ online privacy behaviors.

6.1. Theoretical Implications
This research offers important theoretical implications for better understanding of online privacy behaviors. First, to the best of our knowledge, there is little research on the topic of privacy fatigue, and this work is the first to conceptualize and empirically examine the concept of privacy fatigue. Prior studies regarding fatigue in the online context focused on specific issues such as privacy control complexity (e.g., Keith et al., 2014) or privacy notices (e.g., Anderson et al., 2016; Cate, 2010). The multidimensional conception of privacy fatigue employed in this study has implications in exploring privacy attitudes of users from a new theoretical angle. The scale was designed to investigate the fatigue perceived by Internet users, and it was found to be useful in reliably measuring privacy fatigue and its effects.

Second, our study found that privacy concern and privacy fatigue have different roles in how people deal with privacy issues. Most importantly, while privacy concern has a negative impact on users’ disengagement from privacy threats (i.e., increased intention to protect their privacy), privacy fatigue results in an avoidant coping, exerting a positive effect on disengagement. Furthermore, in our results, privacy fatigue has a stronger influence on the behaviors of users than privacy concern. A point to note is that while privacy concern is one of the most frequently used factors in privacy research, the concern does not accurately predict privacy behavior (Debatin, Lovejoy, Horn, & Hughes, 2009; Forsythe & Shi, 2003; Hallam & Zanella, 2017). In this sense, the findings in this study imply that the concept of privacy fatigue can be used to explain the discrepancy between individuals’ attitudes and behaviors known as the “privacy paradox”—the phenomenon that consumers disclose personal information despite their privacy concerns (Barnes, 2006; Norberg, Horne, & Horne, 2007). As stated above, this study presents the different roles of privacy concern and privacy fatigue in shaping information disclosure intention among consumers. An additional post-hoc analysis also reveals that the negative
association between privacy concern and disclosure intention becomes weaker when individuals feel a greater sense of privacy fatigue. Therefore, privacy fatigue can provide a possible rationale to explain the discrepancy of why individuals intend to disclose their information, despite of having high levels of privacy concerns.

Third, this study has implications for focusing attention on disengagement behavior as a general user privacy practice. Previous literature has documented that in the face of information privacy threats there are several protective responses of users, including refusal to provide information, misrepresentation of information, private action, and public action (Son & Kim, 2008). For example, individuals can remove their personal information from a website when their information is misused. However, in contrast to the protective responses, the individuals may also choose avoidant coping strategies of disengagement to escape from a stressful situation (Carver, Scheier, & Pozo, 1992). People are more likely to disengage from a stressful situation when they are confronted with an uncontrollable stressor (Lazarus, 1983; Lazarus & Folkman 1984). In this study, the relationship between privacy fatigue caused by a lack of control over personal information and disengagement among users was established. Therefore, this result helps confirm that no-coping strategies are present in online privacy behaviors.

6.2. Practical Implications

Investigating privacy fatigue in the digital environment, this study suggests managerial implications for both online retailers and policy makers. First, online vendors should be aware of the potential effect of privacy fatigue on future services. As stated in the introduction, with advances in ICT applications, online vendors can make better use of customer information to create value-added services. However, in a long-term perspective, if privacy fatigue is prevalent among Internet users, the value of personal information as a business driver decreases because
the syndrome indicates that what was once important became insignificant (Maslach et al., 2001). This sense of loss of meaning leads to low satisfaction, and as prior research on SNS fatigue has demonstrated, this fatigue has a negative impact on users’ dissatisfaction in using SNS (Zhang et al., 2016). Second, policy makers need to recognize the existence of privacy fatigue among Internet users. Although the government has generally established regulations on information privacy, online privacy issues should be continuously discussed from the viewpoint of consumers. According to a person-environment fit theory that provides a framework for understanding burnout, psychological strain increases when a misfit between what one hopes for and what the environment affords exceeds a range of tolerance (Edwards, 1998). Individuals would hope that their privacy is not breached, but misuse of information can occur within an environment despite the best intentions to protect one’s privacy. Privacy fatigue denotes the situation in which person-privacy fit is not met, exceeding the threshold of tolerance. Thus, there needs to be more discussion on how policies can be enacted to meet an acceptable level of privacy protection.

6.3. Limitations and Future Research

There are a few limitations to this study. First, our sample was drawn from a single country, South Korea. Although the subjects of this study regularly spent time on the Internet (averaged 3.2 hours), the homogeneity of the sample may limit the generalizability of the study. Further, future research could replicate this study across several cultures and countries. There is recent work on developing a context-sensitive model in online security, and the results show the moderating effect of nationality in privacy behaviors (Chen & Zahedi, 2016). Hence, future research could investigate how privacy fatigue influences users’ behaviors from a larger contextual lens.
The second limitation is that this study has not examined the antecedents of privacy fatigue. Additionally, the critical point to note is that there may exist many other factors that influence the intention to disclose the information. However, since the primary objective of this study is to conceptualize and empirically examine the role of privacy fatigue, establishment of a full model lies beyond the intended purpose of this work. In order to verify the privacy fatigue in Internet users, other theoretical frameworks can be suggested for future work. In particular, a person-environment fit theory is proposed as an overarching framework to support both individual and contextual aspects of burnout (Leiter & Maslach, 2003). Under such an approach, future work could empirically investigate the antecedents and consequences of privacy fatigue. Furthermore, this study has investigated disclosure intention as a dependent variable. Since the privacy paradox takes the point of view that privacy concerns decrease intention to disclose personal information, but individuals do not actually behave as they intended (Norberg et al., 2007), future research can be applied to the specific contexts that determine actual privacy practices of users.

Third, the present study does not touch on, but future studies could explore, the outcomes of privacy fatigue in users’ life contexts. In the IoT paradigm with smart objects surrounding us, privacy issues in data management become more salient in everyday life (Ning, Liu, & Yang, 2013). Although ICT has become more embedded in daily activities, there is scant research on the holistic effects of ICT on human livelihood (Choi, Lee, Im, & Kim, 2007). Prior studies on ICT use have predominantly focused on system-use contexts, including intention to use and system satisfaction (Davis, Bagozzi, & Warshaw, 1992; Wu & Lu, 2013). Because the use of ICT has the potential to achieve the ultimate goal of human well-being (Jung, Pawlowski, & Kim, 2017), research agendas on ICT should address the wider context of human life to promote
a better understanding of the outcomes of ICT use. To this end, future work could examine associations between privacy fatigue and psychological well-being.
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