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Given the increasing applications of service computing and cloud computing, a large number of Web ser-
vices are deployed on the Internet, triggering the research of Web service recommendation. Despite of
service QoS, the use of user feedback is becoming the current trend in service recommendation. Likewise
in traditional recommender systems, sparsity, cold-start and trustworthiness are major issues challeng-
ing service recommendation in adopting similarity-based approaches. Meanwhile, with the prevalence of
social networks, nowadays people become active in interacting with various computers and users, result-
ing in a huge volume of data available, such as service information, user-service ratings, interaction logs,
and user relationships. Therefore, how to incorporate the trust relationship in social networks with user
feedback for service recommendation motivates this work. In this paper, we propose a social network-
based service recommendation method with trust enhancement known as RelevantTrustWalker. First,
a matrix factorization method is utilized to assess the degree of trust between users in social network.
Next, an extended random walk algorithm is proposed to obtain recommendation results. To evaluate
the accuracy of the algorithm, experiments on a real-world dataset are conducted and experimental
results indicate that the quality of the recommendation and the speed of the method are improved com-
pared with existing algorithms.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Service computing, which provides flexible computing architec-
tures to support the modern service industry, has emerged as a
promising research area. (Deng, Huang, Li, & Yin, 2014a) With
the prevalence of cloud computing, more and more modern ser-
vices are being deployed in cloud infrastructures, providing rich
functionalities. The numbers of services and service users are
increasing dramatically (Deng, Huang, Tan, & Wu, 2014b; Deng,
Wu, & Wu, 2013a). There has been an enormous explosion in data
generation by these services, with a prevalence of user social net-
works, mobile devices, and large-scale service-oriented systems
(Deng, Huang, Wu, & Xiong, 2013b). The overwhelming amount
of service-generated data makes it more difficult for users to find
appropriate services from a large number of candidate services to
meet their functional and non-functional requirements. In most
cases, users do not clearly know what they need or know about
the existence of potential services on the Internet. As a result, ser-
vice recommendation plays an increasingly more important role in
helping users out of the service overload predicament and auto-
matically recommending proper services for users (Deng, Huang,
Wu, & Wu, 2014).

With the development of Web 2.0 in recent years, the Internet
has transformed from a static platform for propagating and sharing
information to a social interaction platform with greater participa-
tion and communication. Many famous online social networks,
such as Myspace, Facebook, and Twitter, have sprung up. The
dynamic and open Web service environment is quite similar to
the social network environment: (1) service consumers can deter-
mine which objects to interact with by themselves, (2) the interac-
tion information can be shared, (3) it is possible to collect and
analyze the historic interaction records to make a decision about
the interaction, (4) users can share information through trust
delegation and recommendation, and (5) service participants have
an obligation to provide recommendation information to others.
Therefore, it becomes possible to adopt the research achievements
in sociology in Web service research.

Driven by social networks, the participation of users has
become more abundant and broader. Thus, descriptions of services
not only include functional and non-functional attributes but are
also enriched by users’ feedback information, interaction histories,
and users’ social relationships. Such information can help to mine
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users’ preferences on services, trust relationships between users,
and users’ influence on others to make personalized service recom-
mendations more accurate and objective. Thus, utilizing social net-
work information brings new opportunities to personalized service
recommendations. Meanwhile, the emerging social networks also
involve a large number of generated data with complex structures.
The big data generated from these users and services are typically
network based, which can reflect the relationship among users and
services. Hence, understanding how to effectively utilize these big
data to make service composition more accurate has become a sig-
nificant challenge.

Currently, most studies on service recommendations mainly
rely on the properties of individual Web services, i.e., Quality of
Service (QoS) Shao, Zhang, & Wei, 2007; Chen, Feng, & Wu, 2011,
but overlooking users’ views on services. Thus, these methods
may fail to capture users’ personalized preferences accurately.
With the help of social networks, users are more likely to share
the feedbacks of services with their friends. Therefore, it is possible
to make personalized recommendation by collecting users’ feed-
back. Recommendation methods based on user feedback have been
put into practice in many online commercial systems, such as
Amazon, and Netflix. Collaborative filtering (Su & Khoshgoftaar,
2009), as a dominantly used approach in recommender systems,
is being extended by researchers to Web service recommendations.
However, these methods still suffer the same intrinsic shortcom-
ings as in traditional recommender systems:

1.1. Sparsity problem

In addition to the extremely large volume of user-service rating
data, only a certain amount of users usually rates a small fraction of
the whole available services. As a result, the density of the available
user feedback data is often less than 1% (Shao et al., 2007). Due to
this data sparsity, collaborative filtering approaches suffer signifi-
cant difficulties in identifying similar users or services via common
similarity measures, e.g., cosine measure, in turn, deteriorating the
recommendation performance.

1.2. Cold-start problem

Apart from sparsity, cold-start problem, e.g., users who have
provided only little feedback or services have less been rated, or
even new users or new services, is a more serious challenge in
recommendation research. Because of the lack of user feedback,
any similarity-based approaches cannot handle such cold-start
problem.

1.3. Trustworthiness problem

With the increase of the number of services and users, some
noisy information, or even the fake feedback data for malicious
purposes may sneak into the inputs of recommendation systems.
Apparently, such feedback will harm the prediction accuracy of
the methods, thus should be differentiated and eliminated.

To solve the above problems, some research (Andersen, Borgs, &
Chayes, 2008; O’Donovan & Smyth, 2005; Walter, Battiston, &
Schweitzer, 2008) has proposed trust-enhanced recommendation
methods. Instead of referring to the whole population’s ratings
on objects, such methods mainly consider the trusted friends’ rat-
ings to make predictions. The current trust-enhanced recommen-
dation methods are based on 0/1 trust relationships – users who
are trusted by the target user can be treated as neighbors equally
in making recommendations. In reality, however, the contributions
of users with different levels of trustworthy should be differenti-
ated. Hence, we present a novel trust-enhanced service recommen-
dation method based on social networks in this paper. We first
introduce the concept of trust relevancy, which measures the
trustworthiness weight of neighbors in social network. Then, we
propose the algorithm RelevantTrustWalker, which uses random
walk to make service recommendations in the weighted social net-
work. Finally, we conduct experiments with a real-world dataset to
evaluate the accuracy and efficiency of the proposed method. The
experimental results validate the improvement of the proposed
method.

The rest of this paper is organized as follows. Some related work
is discussed in Section 2. The problem definition is presented in
Section 3. We introduce our proposed approach in Section 4. We
describe the experiments in Section 5. Finally, we conclude the
paper and present some directions for future work in Section 6.

2. Related work

In recent years, service recommendation has become one of the
hottest research topics in the field of service computing. Numerous
studies have been performed on Web service recommendations
(Chen, Liu, & Huang, 2010; Jiang, Liu, & Tang, 2011; Mu-Hsing,
Chen, & Liang, 2009; Wang & Zeng, 2010). The early research on
Web service recommendations mainly focused on users’ functional
requirements (Blake & Nowlan, 2007; Thio & Karunasekera, 2007).
With the number of services with similar functionalities increas-
ing, it has become more challenging to recommend services with
better quality. Therefore, a heavily researched topic in Web service
recommendation concentrates on QoS-based Web service recom-
mendations that support optimized Web service selection by
considering the QoS attributes of Web services with similar func-
tionalities as well as preferences from users.

QoS-aware service recommendation approaches aim to predict
the values of the QoS attributes of Web services and then make a
final recommendation according to the predicted QoS values.
Among the existing approaches, collaborative filtering has been
widely adopted. Shao et al. proposed a user-based CF algorithm
using PCC (Pearson Correlation Coefficient) to compute levels of
similarity between users (Shao et al., 2007). Users who have simi-
lar historical QoS experiences on Web services are deemed similar.
For any active user, the missing QoS values of a Web service can be
predicted by considering the corresponding QoS values of services
used by the users similar to him. Finally, Web services with high
predicted QoS values are recommended. Zheng et al. proposed a
novel hybrid collaborative filtering algorithm for Web service
QoS prediction by systematically combining both item-based PCC
(IPCC) and user-based PCC (UPCC) Deng et al., 2014b. The approach
in Jiang et al. (2011) is based on the premise that if two users have
similar QoS experiences for the same services, the two users are
similar. However, this approach fails to solve the cold-start prob-
lem. If a user never has QoS experiences for any service, the
method cannot recommend any services to him.

To improve the accuracy of recommendations for Web services,
several new enhanced methods are proposed. Chen Xi, Liu Xudong,
et al. recognized the influence of user location in Web service QoS
prediction and proposed a novel method (Chen et al., 2010). The
method groups users into a hierarchy of regions according to users’
locations and their QoS records so that the users in a region are
similar. When identifying similar users for a target user, instead
of searching the entire set of users, the method only searches the
regions to which the target user belongs. However, it does not
consider service location in recommending Web services. Jiang
proposed that the influence of the personalization of Web service
items should be taken into account when computing the degree
of similarity between users (Jiang et al., 2011). That is, more
popular services or services with a stabler QoS from user to user
should contribute less to user similarity measurements. Zhang
suggested that it was better to combine users’ QoS experiences,
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an environment factor and a user input factor to predict Web
service QoS values (Shao et al., 2007). However, the environment
factor and user-input factor hardly represent users’ subjective
opinions.

In general, most of the current Web service recommendation
approaches aim to predict the values of the QoS attributes of
Web services and use historic invocations to extract users’ inter-
ests or preferences while hardly considering the trust issue. As a
consequence, they cannot be directly employed in a real Web ser-
vice recommendation system to actively recommend services
without users’ interference (Maamar, Hacid, & Huhns, 2011). Users’
feedback on services can reflect users’ real opinions and prefer-
ences. With the development of social networks, it has become
easier than ever before to obtain users’ feedback. In fact, feed-
back-based recommendation approaches have been widely used
in e-commerce applications; however, these approaches remain
uncommon in the field of Web service recommendations.

Integrating trust in recommendations has become an enhance-
ment for collaborative filtering-based approaches. The most com-
mon trust-enhanced recommendation approaches make users
explicitly issue trust statements for other users. Golbeck proposed
an extended-breadth first-search method in the trust network for
prediction called TidalTrust (Golbeck, 2005). TidalTrust finds all
raters with the shortest path distance from the given user and then
aggregates their ratings, with the trust values between the given
user and these raters as weights. MoleTrust is similar to TidalTrust
(Massa & Avesani, 2007) but only considers the raters within the
limit of a given maximum-depth. The maximum-depth is indepen-
dent of any specific user and item. Jamali et al. proposed a random
walk method called TrustWalker, which combines trust-based and
item-based recommendations (Jamali & Ester, 2009). The random
walk model can efficiently avoid the impact of noisy data by con-
sidering an adequate number of ratings. TrustWalker considers
not only the ratings of the target item but also those of similar
items. The probability of using the rating of a similar item instead
of a rating for the target item increases with the length of the walk
increases. Their framework contained both trust-based and item-
based collaborative filtering recommendations as special cases.
Their experiments showed that their method outperformed other
existing memory-based approaches.

However, one of the limitations of the above work is that the
recommendations from trusted friends are not absolutely suitable
Fig. 1. An example of trust-enhanc
for the target user because they may have different tastes, prefer-
ences, or selection habits. For example, given user u1 wants to see
the movie Transformers, but he knows nothing about the movie. He
may take into account his trusted friends’ recommendations.
Among his trusted friends, u2 and u3 have rated this movie as 4
and 2, respectively, and u1 trusts u2 and u3 the same amount. How-
ever, u1 and u2 both like science fiction action movies, whereas u3

prefers literary movies. Based on this information, there is a very
high probability that u1 will think that Transformers is a very good
movie and worthy of watching. Thus, we think that the degree of
trust of the given user’s directed trusted friends should also be dif-
ferentiated based on their preferences. Compared to the existing
work, the main contributions of this paper are summarized as
follows:

(1) We propose the concept of trust relevancy, which is used to
weight the existing 0/1 social networks. Although the degree
of trust in some trust-enhanced approaches is not 0 or 1,
they should be initialized by users. However, in practical
social websites, people can hardly define degrees of trust
for their friends. Thus, these approaches are difficult to put
into practice.

(2) We develop a random walk algorithm for recommendations
based on the proposed trust relevancy. The target of each
walk is selected according to the trust relevancy among
users instead of being selected randomly. Thus, this algo-
rithm can accelerate the convergence speed and improve
the recommendation accuracy.

(3) We conduct a series of experiments with large-scale data-
sets to evaluate the accuracy and efficiency of the proposed
method. The datasets are from the real-world website Epi-
nions. The evaluation results show that the proposed
method can be applied directly in existing social networks
and provide high recommendation accuracy.

3. Problem definition and preliminary

Fig. 1 gives an example of the trust-enhanced service recom-
mendation problem. The trust relations among users form a social
network. Each user invokes several web services and rates them
according to the interaction experiences. When a user needs rec-
ommendations, it predicts the ratings that the user might provide
ed service recommendations.
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and then recommends services with high predicted ratings. Hence,
the target of the recommender system predicts users’ ratings on
services by analyzing the social network and user-service rating
records.

As stated in Jamali and Ester (2009), there is a set of users
U = {u1,u2, ...,um} and a set of services S = {s1,s2, ...,sn} in a trust-
enhanced service recommender system. The ratings expressed by
users on services are given in a rating matrix R = [Ru,s]m�n. In this
matrix, Ru,s denotes the rating of user u on service s. Ru,s can be
any real number, but often ratings are integers in the range of
Deng et al. (2014a), Deng et al. (2014). In this paper, without loss
of generality, we map the ratings 1, ...,5 to the interval [0,1] by nor-
malizing the ratings. In a social rating network, each user u has a
set Su of direct neighbors, and tu,v denotes the value of social trust
u has on v as a real number in [0,1]. Zero means no trust, and one
means full trust. Binary trust networks are the most common trust
networks (Amazon, eBay, etc.). The trust values are given in a
matrix T = [Tu,v]m�m. Non-zero elements Tu,v in T denote the exis-
tence of a social relation from u to v. Note that T is asymmetric
in general.

Thus, the task of a trust-enhanced service recommender system
is as follows: Given a user u0 2 U and a service s 2 S for which Ru0;s

is unknown, predict the rating for u0 on service s using R and T.
4. Trust-enhanced recommendation approach

This section presents our approach in detail for trust-enhanced
service recommendations. First, we define the concept of trust rel-
evancy, on which our recommendation algorithm is based. Then,
we introduce the algorithm RelevantTrustWalker by extending
the random walk algorithm in Jamali and Ester (2009). Lastly, the
predicted ratings are returned. The main process of our approach
is shown in Fig. 2.
4.1. Trust relevancy

As stated earlier, the direct application of a trust relationship in
a social network does not always increase the prediction accuracy.
Services recommended from trusted users can only be considered
reliable; such recommendations do not absolutely affect the target
user’s ratings because the target user and trusted users might differ
in interests, preferences and perception. Therefore, we propose the
concept of trust relevancy, which considers both the trust relations
between users together with the similarities between users.

Definition 1 (Trust Relevancy). Given user u and v, the trust
relevancy between u and v is as follows:

trðu; vÞ ¼ simUðu;vÞ � tðu;vÞ;

where simUðu;vÞ is the similarity of users u and v, and tðu;vÞ is the
degree of trust of u towards v. tðu; vÞ can be explicitly provided by
users or calculated based on some algorithms. Because most practi-
cal social networks are 0/1 trust networks, the degree of trust
between two users usually equals 1. In this paper, we obtain the
degree of trust directly from the Epinions dataset. If the degree of
trust has not been explicitly provided by the dataset, we can calcu-
late the values based on the historic interactions using some exist-
ing algorithms such as (Jøsang, Roslan, & Colin, 2007). By computing
the trust relevancy between all connected users in a social network,
we can obtain a weighted trust network (SN+), where the weight of
each edge is the value of trust relevancy.

A number of methods for calculating user similarities have been
proposed (Benesty, Chen, & Huang, 2009; Danielsson, 1980;
Krause, 1987). These methods basically calculate the distance
between users’ characteristic vectors. In service recommendation
systems, the user-service rating matrix is usually very large. As a
result, the dimensionality of the user/service vectors is extremely
high. However, most of the score data are missing. Therefore,
matrix factorization (MF) has been widely utilized in recommenda-
tion research to improve efficiency by dimension reduction (Koren,
Bell, & Volinsky, 2009). MF can provide high extensibility as well as
good prediction accuracy. For an m⁄n users-service rating matrix R,
the purpose of matrix factorization is to decompose R into two
latent feature matrices of users and services with a lower dimen-
sionality d. The calculation of the similarity of users in this paper
first utilizes MF to obtain the latent feature matrix of users and
then calculates the similarity distance between user vectors.

In this paper, we mainly aim to decompose the user-service rat-
ing matrix R. Based on the matrix factorization technique, matrix R
can be approximately decomposed into two matrices P and Q:

R � PQ T ð1Þ

where P 2 Rm�d and Q e Rn�d represent the latent feature matrices
of users and services, respectively. Each line of the respective matrix
represents a user or service latent feature vector. After decomposing
the matrix, we use the cosine similarity measure (Ye, 2011) to cal-
culate the similarity between two users. Given the latent feature
vectors of two users u and v, their similarity calculation is as
follows:

simUðu;vÞ ¼ cosðu;vÞ ¼ u � v
juj � jvj ð2Þ

where u and v are the latent feature vectors of the users u and v. The
following example is used to clearly illustrate the process of calcu-
lating similarity.

Example 1. Given 6 users and 4 services, the user-service rating
matrix is as follows:
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R ¼

5 5 0 5

5 0 3 4

3 4 0 3

0 0 5 3

5 4 4 5

5 4 5 5

26666666664

37777777775
Through the MF technique, the rating matrix R is decomposed

into two latent feature matrices, P and Q:

p ¼

�0:4472 0:5373

�0:3586 �0:2461

�0:2925 0:4033

�0:2078 �0:6700

�0:5099 �0:0597

�0:5316 �0:1887

26666666664

37777777775
Q ¼

�0:5710 0:228

�0:4275 0:5172

�0:3846 �0:8246

�0:5859 �0:0532

266664
377775

We select the users u5 (�0.5099, �0.0597) and u6 (�0.5316,
�0.1887). The similarity between the two users can be calculated
as 0.9749. From the rating matrix, we can observe that user u5

and u6 only rate the third service differently. Therefore, their sim-
ilarity should approach 1. It can be observed that the method accu-
rately measures the similarity of two users.

4.2. Recommendation algorithm

This section introduces the proposed trust-enhanced random
walk algorithm, RelevantTrustWalker, in detail. Table 1 gives the
variables definitions used in the algorithm.

The RelevantTrustWalker algorithm attains a final result
through multiple iterations. For each iteration, the random walk
starts from the target user u0 in the weighted trust network SN+.
In the kth step of the random walk in the trust network, the process
will reach a certain node u. If user u has rated the to-be-recom-
mended service s, then the rating of s from user u is directly used
as the result for the iteration. Otherwise, the process has the fol-
lowing options:

(a) The random walk will stop at the current node u with a cer-
tain probability uu,s,k. Then, the service si is selected from RSu

based on the probability Fu(si). The rating of si from u is the
result for the iteration.

The probability that the random walk stops at user u in the k-th
step is affected by the similarity of the services that u has rated and
the to-be-recommended service s. The more similar the rated ser-
vices and s, the greater the probability is to stop. Furthermore, a
Table 1
Variables for RelevantTrustWalker.

Variables Description

ru,s The real rating of service s from user u
pu,s The predicted rating of service s from user u
uu,s,k The probability that the random walk stops at user u in the kth

step
TUu The set of users that user u trusts
Eu(v) The probability that user v is selected from TUu as the target of the

next step
simS(si,

sj)
The similarity of services si and sj

RSu The set of services that user u has rated
Fu(si) The probability that si is selected from RSu to obtain u’s rating for si
larger distance between the user u and the target user u0 can intro-
duce more noise into the prediction. Therefore, uu,s,k should
increase when k increases. Thus, the calculation for uu,s,k is as
follows:

uu;s;k ¼max
si2RSu

simSðsi; sÞ �
1

1þ e�
k
2

; ð3Þ

where simS(si, s) is the similarity between the services si and s. The
sigmoid function of k can provides value 1 for big values of k, and a
small value for small values of k. Existing methods for calculating
the similarity between two services are mostly based on collabora-
tive filtering techniques. However, when two services do not have
ratings from mutual users, such approaches cannot calculate their
similarity values. Therefore, we propose calculating similarities
between services based on the matrix factorization method. In Sec-
tion 4.1, the matrix factorization of the rating matrix can be used to
obtain not only the user latent features but the service latent fea-
tures. Then, each service can be represented as a latent feature vec-
tor. Similar to formula (2), for two services si and sj, the similarity
calculation is as follows:

simSðsi; sjÞ ¼ cosðsi; sjÞ ¼
si � sj

jsij � jsjj
ð4Þ

When it is determined that user u is the terminating point of the
walk, the method will need to select one service from RSu. The rat-
ing of si from u is the outcome for the iteration. The probability of
the chosen service Fu(si) is calculated according to the following
formula:

FuðsiÞ ¼
simSðs; siÞX

sj2RSu

simSðs; sjÞ
ð5Þ

The way to select services based on Fu(si) is through a roulette-
wheel selection (Lipowski & Dorota, 2012), that is, services with
higher values of Fu(si) are more possible to be selected. Once the
service si is selected, the rating of si from user u is returned as
the result of the iteration. The random walk is likely to run and
never stop. Therefore, we adopt the concept of ‘‘six degrees of sep-
aration’’ (Milgram, 1967). The maximum step for a random walk is
set to 6.

(b) By contrast, the walk can continue with a probability of
1 � uu,s,k. A user is selected from the set of users whom
the current user u directly trusts as the target node for the
next step.

At present, the existing methods usually choose the target
node randomly, which means each user whom u trusts has an
equal chance of being selected. However, as mentioned above,
these users have different reference significance for user u. To dis-
tinguish different users’ contribution to the recommendation pre-
diction, we propose that the target node v for the next step from
the current user u is selected according to the following
probability:

EuðvÞ ¼
trðu; vÞX

x2TUu

trðu; xÞ
; ð6Þ

where tr(u, v) is the trust relevancy introduced in Section 4.1. The
trust relevancy guarantees that each step of the walk will choose
the user that is more similar to the current user, making the recom-
mendation more accurate.

The pseudo-code of the RelevantTrustWalker algorithm is as
follows:
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Algorithm 1. RelevantTrustWalker

Input: U(user set), S(service set), R(rating matrix),
SN+(weighted social network), u0(the target user), s(to-be-
recommended service)

Output: r (predicted rating)

1
 set k = 1; //the step of the walk

2
 set u = u0; //set the start point of the walk as u0
3
 set max-depth = 6; //the max step of the walk

4
 set r = 0;

5
 while (k <= max-depth){

6
 u = selectUser(u); // select v from TUu as the target of

the next step according to the probability Eu(v)

7
 if (u has rated s){

8
 r = ru,s;

9
 return r;

10
 }

11
 else{

12
 if (random(0,1) < uu,s,k || k == max-depth){
//stop at the current node

13
 si = selectService(u); // service si is selected from

RSu according to the probability Fu(si)

14
 r = ru,si;

15
 return r;

16
 }

17
 else

18
 k++;

19
 }

20
 }

21
 return r;
Example 2. Fig. 3 shows an example to illustrate the Algorithm 1
clearly. The weight of each edge represents the probability Eu(v)
which is calculated according to the Eq. (6). Suppose the service s3

is to be recommended for the user u1. For the first step of the walk
(shown in Fig. 3 (a)), u2 is more likely to be selected as the target
node since the value of Eu(u2) is larger. If u2 has rated s3 with the
rating r, r will be returned as the result of this walk (Line.7–9).
Otherwise, if the termination condition (Line.12) is not reached,
the walk would continue. For the second step, u5 is selected (shown
in Fig. 3 (b)). It should also check whether u5 has rated s3. If u5 has
not rated s3 but the termination condition is reached, it will select
the most similar service to s3 from the services u5 has rated
(Line.13). The selection probability of each service is according to
the Eq. (5). Then, the rating of the selected service by u5 is returned
as the result of this walk.
4.3. Ratings prediction

The RelevantTrustWalker algorithm attains a final result
through multiple iterations. The final predicted rating is obtained
by polymerizing the results returned from every iteration:
(a) 1st step

Fig. 3. Example of Rele
pu0 ;s ¼
1
n

Xn

i¼1

ri ð7Þ

where ri is the result of each iteration, n is the number of iterations.
To obtain a stable predict result, the algorithm needs to perform an
adequate number of random walks. We can decide the termination
condition of the algorithm through the calculation of the variance of
the prediction values. The variance of the prediction results after a
random walk is denoted as r2. The calculation of r2 is as follows:

r2
i ¼

1
i

Xi

j¼1

ðrj � �rÞ2 ð8Þ

where rj is the result of every iteration, i is the total number of
iterations until the current walk, and r2

i is the variance obtained
from the last i iterations, which will eventually tend to a stable
value. In this paper, when jr2

iþ1 � r2
i j 6 e, the algorithm terminates

(e = 0.0001).

5. Evaluation and analysis

In this section, we conduct several experiments to compare the
recommendation quality of the RelevantTrustWalker approach
with other state-of-the-art trust-enhanced service recommenda-
tion methods.

5.1. Experiment setup

In the trust-enhanced recommender research domain, there is
not much publicly available and suitable test data (Milgram,
1967). The Epinions dataset is considered the only publicly avail-
able social rating network dataset. Hence, in this paper, we choose
Epinions as the data source for our experiments on trust-enhanced
recommendations. Epinions is a well-known product review web-
site that was established in 1999 (www.epinion.com). Users can
rate products from 1 to 5 and submit their personal reviews. These
ratings and reviews influence other customers when they make
decisions on whether to buy a product. In addition, users are also
allowed to specify whom to trust and build a social trust network.
In the social trust network, reviews and ratings from a user are
consistently found to be valuable by his trustees. Furthermore,
products online can also be regarded as services, and several
researches on services recommendation have utilized the datasets
from Epinions (Alnemr, Bross, & Meinel, 2009; Noor & Sheng,
2014). Thus, Epinions is an ideal source for our experiments.

We use the dataset of Epinions published by the authors of
Massa and Avesani (2006). Table 2 shows the statistics of the data
source. It consists of 49,290 users, who rated a total of 139,738 dif-
ferent items at least once. The total number of ratings is 664,824.
The density of the user-item rating matrix is less than 0.01%. Each
user has rated 13.4 items on average. As to the social trust network,
the total number of issued trust statements is 487,181. Each user
has 9.9 direct trusters on average. We can observe that the
user-item rating matrix of Epinions is incredibly large in size and
extremely sparse, much sparser than another commonly used
(b) 2nd step

vantTrustWalker.



Table 2
Statistics of the Epinions dataset.

Users 49,290
Items 139,738
Ratings 664,824
Trust Relations 487,181
Avg. ratings per user 13.4
Max ratings per user 1845
Avg. ratings per item 4.8
Max ratings per item 6843
Avg. trusters per user 9.9
Max trusters per user 1587
Avg. trustees per user 9.9
Max trustees per user 2,365

Table 3
Comparison results for all users.

Algorithms RMSE Coverage (%) F-measure

User-based CF 1.141 70.43 0.7095
Item-based CF 1.345 67.58 0.6697
TidalTrust 1.127 84.15 0.7750
MoleTrust 1.164 86.47 0.7791
TrustWalker 1.089 95.13 0.8246
CoTrustWalker 1.074 94.23 0.8236
CliquesWalker 1.045 96.78 0.8379
RelevantTrustWalker 1.012 98.21 0.8486
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collaborative filtering dataset, Movielens, with a density of 4.25%.
Thus, the dataset can evaluate the performance of our approach
with big data and high sparsity at the same time. (Massa &
Avesani, 2007) found that those with a service number of less than
five comments can be identified as cold-start users. Cold-start
users and relevant data accounted for more than 50%. Therefore,
it is very important to consider cold-start users to enhance the
accuracy of recommendations and coverage.

To evaluate the performance improvement of RelevantTrust-
Walker, we compare our method with the following state-of-
the-art methods:

� UserCF: This method is the classic user-based collaborative
filtering method, which makes prediction merely based on user
similarity (Su & Khoshgoftaar, 2009).
� ItemCF: This method is the classic item-based collaborative

filtering method, which captures similar item characteristics
to make predictions (Nilashi, Othman, & Norafida, 2014).
� TidalTrust: This method is proposed by Golbeck (Golbeck, 2005)

and generates ratings based on a trust inference algorithm.
� MoleTrust: This method is proposed by Massa and Avesani

(Massa & Avesani, 2007) and predicts the trust score of the
source user for the target user by walking through the social
network starting from the source user and propagating trust
along trust edges.
� TrustWalker: This method is a random walk method based on

trust and item similarity (Jamali & Ester, 2009).
� CoTrustWalker: This method is an extension of TrustWalker and

utilizes a cloud model to compute item similarity (Zhu, Xu, &
Liu, 2013).
� CliquesWalker: This method is a random walk method that con-

siders social cliques (Yang & Sun, 2012).

5.2. Evaluation metrics

Our experiments are developed using Java, and the experimen-
tal setting is an Intel Core2 P7370 2.0GHZ with 4 GB RAM machine
with Windows 7 and jdk 6.0.

Leave-One-Out (LOO) is widely used for the evaluation of
recommendation methods (Golbeck, 2005; Jamali & Ester, 2009).
In this paper, we adopt LOO to evaluate the recommendation
algorithms by hiding an actual rating value and predicting its value
through the compared recommendation algorithms. Then, we
compare the accuracy of the algorithms by analyzing the root
mean square error.

We adopt the Root Mean Squared Error (RMSE), which is widely
used in recommendation research (Blake & Nowlan, 2007; Thio &
Karunasekera, 2007), to measure the error in recommendations:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u;sðRu;s � bRu;sÞ

2

N

s
; ð9Þ
where Ru,s is the actual rating the user u gave to the service s andbRu;sis the predicted rating the user u gave to the service s. N denotes
the number of tested ratings. The smaller the value of RMSE is, the
more precisely the recommendation algorithm performs.

Some recommendation mechanisms may not be able to predict
all the ratings in test data given the high sparsity of the dataset.
Involving trust can enhance coverage without sacrificing the preci-
sion. Therefore, we use the metric coverage to measure the per-
centage of pairs of <user, service>, for which a predicted value
can be generated. For a pair of <user, service>, if the recommender
cannot find a prediction on the rating for the reason of lack of
enough information to calculate similariy, then the recommender
cannot cover this pair of <user, service>.

coverage ¼ S
N
; ð10Þ

where S denotes the number of predicted ratings and N denotes the
number of tested ratings.

To combine RMSE and coverage into a single evaluation metric,
we compute the F-Measure. We have to convert RMSE into a pre-
cision metric in the range of [0,1]. The precision is denoted as
follows:

precision ¼ 1� RMSE
4

: ð11Þ

In this Eq. (4) is the maximum possible error because the values of
the ratings are in the range of [1,5].

F �Measure ¼ 2� precision� coverage
precisionþ coverage

: ð12Þ
5.3. Experimental results

This section presents the results of a different experimental
comparison including the recommendation results of all users
and cold-start users and a performance comparison of the different
algorithms.

From the experimental results in Table 3 and Fig. 4, we can
observe that the accuracy of all the algorithms improves when rec-
ommending for all users. This finding is mainly because the user-
service rating information is more adequate. From Table 3, we
can see that the trust-enhanced recommendation algorithms have
no absolute advantages in terms of accuracy compared to the User-
based CF and the Item-based CF recommendation algorithms
because the traditional collaborative filtering methods can calcu-
late user/service similarity with adequate rating information. Sev-
eral trust-enhanced recommendation algorithms only consider the
trust between users, without considering the interests and prefer-
ences between users, which would result in the improvement of
coverage without sacrificing accuracy. By contrast, the proposed
RelevantTrustWalker considers trust relevancy, which combines
the trust degree and user similarity, to improve the accuracy of
the recommendation. Thus, the recommendation performance of



Fig. 4. Comparison results for all users.
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RelevantTrustWalker is also superior to other algorithms when
recommending for all users.

RelevantTrustWalker and other trust-enhanced recommenda-
tion algorithms offer the advantage of being able to solve the
cold-start problem. It is necessary to assess their performance on
recommendations for cold-start users. Table 4 and Fig. 5 show
the comparison results for cold-start users.

From the above experimental results, we can observe that Rel-
evantTrustWalker has a lower error than other recommendation
algorithms for cold starts. Two traditional collaborative filtering
algorithms, User-based CF and Item-based CF, perform the worst,
mainly because the cold-start users rated few mutual services,
which mean most user/service similarities cannot be calculated
accurately. As a result, these two methods perform with the
Table 4
Comparison results for cold-start users.

Algorithms RMSE Coverage (%) F-measure

User-based CF 1.485 18.93 0.2910
Item-based CF 1.537 23.14 0.3364
TidalTrust 1.238 60.75 0.6463
MoleTrust 1.397 58.29 0.6150
TrustWalker 1.212 74.36 0.7195
CoTrustWalker 1.204 74.85 0.7229
CliquesWalker 1.187 76.78 0.7341
RelevantTrustWalker 1.143 79.64 0.7531

Fig. 5. Comparison result
highest RMSE and the lowest coverage compared to other methods.
Due to the introduction of the trust relationship between users,
TidalTrust and MoleTrust can make service recommendations for
users without mutual-rated services by utilizing trust relations.
Therefore, the coverage improved greatly compared to the previ-
ous two algorithms, but the accuracy is not improved significantly.
TrustWalker CoTrustWalker, and CliquesWalker have obvious
improvements on both accuracy and coverage. Compared to these
three random walk methods, RelevantTrustWalker has a lower
RMSE because, at each step of the walk, RelevantTrustWalker
chooses to trust more relevant users, rather than random selec-
tions, which justifies that not all recommendations from trusted
users have equivalent reference values. In addition, the coverage
of RelevantTrustWalker is also the highest because, when comput-
ing the similarity, we adopt the method of matrix factorization to
obtain a service feature vector, which avoids the typical failures
of similarity calculations in the absence of mutual-rated services.
All in all, from the point of F-Measure, RelevantTrustWalker out-
performs the compared algorithms for the cold-start users.

Because the size of the rating data is extremely large, the time
cost of service recommendation is also an important evaluation
indicator. Fig. 6 shows the average time cost of different algo-
rithms. We can observe that the User-based CF and Item-based
CF cost the least in terms of time, primarily because they only
consider the rating relationship between users and services as
the algorithm input. By contrast, the other algorithms also add
s for cold-start users.



Fig. 6. Time costs of different algorithms.
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the trust relationship between users as input, which increase the
calculation of algorithms. Compared to the other random walk
algorithm, RelevantTrustWalker costs much less in terms of time
because, at each step of the walk, RelevantTrustWalker selects
the target according to trust relevancy instead of selecting ran-
domly, which makes the recommendation result tend to become
stable more quickly to improve the calculation efficiency.

6. Conclusions

In solving the problem of personalized recommendations from
large-scale service candidates, this paper has three main goals:
(1) solving the problem of recommendations with cold-start users,
(2) is solving the problem of recommendations with a large and
spare user-service rating matrix, and (3) is solving the problem
of recommendations with trust relations. To this end, this paper
presents a trust-enhanced recommendation method, Relevant-
TrustWalker, the main contributions of which include (1) propos-
ing the concept of trust relevancy, which is used to weight the
existing social network. Furthermore, for this model, we (2)
develop an improved random walk algorithm. Existing random
walk methods usually randomly select the target node for each
step when choosing to walk. By contrast, the proposed approach
selects the target node based on trust relevance, which makes each
walk step tend towards similar users. Thus, the recommendation
contribution from trusted users is distinguished. We also (3) utilize
large-scale real data sets to evaluate the accuracy of the algorithm.
In this paper, the experimental data comes from the real-world
Epinions website, and the data volume is extremely enormous.
The experimental results show that the proposed approach can
be directly applied in existing social networks and has high
accuracy.

Personalized service recommendations from large-scale service
candidates have been a heavily researched topic in recent years.
The proposed method in this paper effectively solves this prob-
lem. We believe that the method still has much room for
improvement. For example, in this paper, we consider the trust
relationships between users in the social trust network as invari-
ant. In fact, the trust relationship between users can change with
time. In addition, the ratings from users are also time sensitive;
ratings that are significantly out-of-date may become noise infor-
mation for recommendations. Therefore, we plan to include time
sensitivity for trust-enhanced recommendations in our future
work.
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