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Abstract

We consider an evolution model, in which the mutation rates depend on the
structure of population: the mutation rates from lower populated sequences to
higher populated sequences are reduced. We have applied the Hamilton-Jacobi
equation method to solve the model and calculate the mean fitness. We have
found that the modulated mutation rates, directed to increase the mean fitness.
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1. Introduction

Ideas and methods of statistical physics have been applied to study various
interesting interdisciplinary research problems, such as literary authorship dis-
putes [1, 2, 3], financial fluctuations [4, 5, 6, 7, 8, 9], and biological evolution
[10, 11, 12, 13, 14]. In this paper, we will address an interesting problem in
molecular models of biological evolution.

In recent decades, there was much progress in the study of asexual biological
evolution models [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]
with fixed fitness landscape and constant mutation rates. In such models, a
genome with L genes is represented by a chain of L spins (alleles) and every
spin takes the values ±1, similar to the Ising model [27]. There are 2L different
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types of sequences Si ≡ (σ
(i)
1 , σ

(i)
2 , . . . , σ

(i)
L ), 0 ≤ i ≤ 2L − 1 with corresponding

probabilities pi and the fitness ri. The Hamming distance between Si and Sj is
given by

dij ≡ (L−

L
∑

k=1

s
(k)
i s

(k)
j )/2.

Without the loss of generality, we can choose the sequence with the largest ri
value as a reference sequence and denote it as S0 with all spin components being
+1. During a short period of time dt, any allele can change the type (from +1
to -1 or from -1 to +1) with the probability µdt.

There are two famous molecular models of biological evolution. One is the
Eigen model [10, 14, 20, 22] with coupled mutation-selection scheme, in which
mutation and reproduction appear in the same term in the equations for pi;
another is the Crow-Kimura model [11, 17, 21] with parallel mutation-selection
scheme, in which the equations for pi appear in different terms. The Crow-
Kimura model has been mapped into the quantum statistical model of the Ising
model in the transverse magnetic field [17]; in such a mapping, the genome
length L is corresponding to to the lattice size of the lattice spin model [27]. A
lattice model may have a phase transition when the lattice size approaches to
infinite. To get different phases for evolutionary dynamics, we need rather large
genome length [21] and population size.

The calculated quantities in biological evolution models include the mean
fitness [17, 19, 22], the steady state distribution [23, 24, 28], and population
dynamics [25, 29]. These solutions supported the idea that there is something
more than a ”climbing of fitness hills” [30] (the population moves in the genome
space to the genome with the maximal fitness) and there are essentially collective
(emergent) phenomena in evolution, including the error threshold [10] (the phase
transition from the phase where the majority of population is around the high
peak to the phase with uniform distribution of population) and selection via the
flatness phenomenon [13] (the group of sequences with the equal fitness, the flat
peak, can attract more population than single sequence with a higher fitness).
The refereed phenomena have a collective behavior, while ”hill climbing” can be
organized simply, without any collective interaction. The collective phenomenon
is a result of the statistical physics aspects of evolution models, as has been
realized by Tarazona [15].

The mentioned phenomena was found in the evolution with the fixed fit-
ness landscape and looks like a cooperation between replicators with different
genomes. The fixed fitness landscape had been modified to take into account
some more realistic situation. Bratus, et al. [31] considered explicit space and
global regulation of the Eigen model to study the diffusive stability of the model.
A spatial quasispecies model was studied in [32]. The experimental results re-
ported in [33] support the idea that there are more involved collective effects
in evolution, when viruses of different types (quasispecies) interact with each
other during the evolution processes, getting some advantage for the whole pop-
ulation. During the experiments two virus populations have been isolated, the
wild-type, and the second virus population with the suppressed mutation rate
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due to a special point mutation. As a result, the second virus population has
approximately the same fitness landscape as the first one, while carries 6 times
less mutations. After putting the virus population in the new environment, the
first, more heterogenous population, was much more effective at infecting new
cells than the second one. It has been suggested that there are some coopera-
tive interactions between viruses with different genomes. It is a highly involved
phenomenon. While the mutation process is mainly random, its strength is
somehow modulated according to the current structure of population. The phe-
nomenon observed in [34] has been identified either as a second level selection
(the high fitness does not mean that such a sequence will attract the majority
of population), or as a selection via evolvability, when the evolving population
tends to have an evolution advantage in changing environments. It is impossible
to describe such a phenomena using a simple evolution scheme with a constant
mutation rate and fitness landscape. There are good experimental confirmations
that the mutation rate has been well modulated for different parts of genome
[35]. The cooperative phenomenon in case of cancer cells clonal evolution is
even stronger than in case of viruses [36].

In the current work we construct a simple generalization of the traditional
quasispecies model with the mutation rate modulated by the sequence distri-
bution in the population. The mutation rate between the adjacent Hamming
classes (groups of sequences with the same number of mutations from the refer-
ence sequence) depends on the ratio of the number of viruses on these chasses,
therefore we have somehow modulated asymmetry of mutation rates. The asym-
metry of mutation rates is well confirmed experimentally [37]. In our model the
population itself modulates the mutation rates, while in [33] it is done artifi-
cially. What is common in both cases, the existence of different mutations rates,
the heterogeneity of population, brings to the evolutionary advantage. The
advantage of our model is that it is still exactly solvable. The dependence of
the fitness on the population distribution is well known phenomenon in evolu-
tionary game models [38, 39]. Another well known case of the changing of the
mutation rate by the virus population is a mutator phenomenon, well confirmed
by experiments [40]. Our model assumes the modulation of mutation rate by
population distribution, and it is much more involved to solve the current model
than the mutator model [29, 41].

Here we consider the parallel mutation selection scheme of the Crow-Kimura
model [11, 17, 21], the selection and mutations are two parallel processes, con-
trary to the Eigen model where the selection is coupled with the mutation [14].

We consider the case of symmetric fitness landscape when the fitness is a
function of number of mutations from the reference sequence. For such a model
with symmetric original distribution of viruses, it is possible to get a short set
of L + 1 equations [12, 16, 18] for the probabilities. The probabilities of the
sequences at the same Hamming distance from the reference sequence ( number
of mutations from the reference sequence to the given sequence) are the same,
there are Nl =

L!
l!(L−l)! sequences in the l-th Hamming class (the collection of

all the sequences with the l mutations from the reference sequence).
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In the Crow-Kimura model [11, 17, 21], we consider the following system of
equations for the probabilities Pl of the whole Hamming class:

dPl

dt
= rlPl +

µ

L
(Pl−1(L− l + 1) + (l + 1)Pl+1 − LPl)− Pl

L
∑

n=0

rnPn, (1.1)

Here rl is the fitness of the sequence from the l-th Hamming class. The last
term in Eq.(1.1) ensures that the balance condition

∑

n Pn = 1 is maintained
in time evolution.

2. The model with conditional mutation rates for the Hamming class

probabilities

2.1. The statics of the model for the smooth fitness landscape

Let us modify the mutation rates in the model by Eq.(1.1): the mutation
rates from one class to the adjacent are attenuated, if the original class has a
smaller probability than the class after mutation:

dPl

dt
= rlPl +

µ

L
(Pl−1(L− l + 1)J(Pl−1 − Pl) + (l + 1)Pl+1J(Pl+1 − Pl)

− Pl((L− l)J(Pl − Pl+1) + lJ(Pl − Pl−1)))− Pl

L
∑

n=0

rnPn. (2.1)

where J(y) = 1, y > 0 and J(y) = c, y < 0. We take 0 ≤ c ≤ 1. For the
steady state solution P̂l we have a system of equations

rlP̂l +
µ

L
(P̂l−1(L − l + 1)J(P̂l−1 − P̂l) + (l + 1)P̂l+1J(P̂l+1 − P̂l)

−P̂l((L − l)J(P̂l − P̂l+1) + lJ(P̂l − P̂l−1))) = RP̂l,

R =

L
∑

n=0

rnP̂n, (2.2)

where R is the mean fitness. We see that R is the eigenvalue of the matrix
on the left hand side of the latter equation. The non-diagonal elements of the
matrix are all positive numbers, therefore we can apply the Perron-Frobenius
theorem, stating that the maximal eigenvalue R0 of such matrix is unique. Thus
the solution of the linear system

dPl

dt
= rlPl +

µ

L
(Pl−1(L− l + 1)J(Pl−1 − Pl) + (l + 1)Pl+1J(Pl+1 − Pl)

− Pl((L− l)J(Pl − Pl+1) + lJ(Pl − Pl−1))) (2.3)

after large period of time is

Pl = P̂l exp[R0t]. (2.4)
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We replace rl with the function f(x):

rl = f(1− 2l/L) ≡ f(x), x ≡ 1− 2l/L, (2.5)

where we choose the function under the constraint

f(x) ≥ 0, x > 0,

f(0) = 0. (2.6)

To solve the model we assume the following ansatz [23, 24]

Pl = exp[Lu(x, t)]. (2.7)

Then we obtain the following Hamilton-Jacobi equation (HJE):

∂u(x, t)

∂t
+ H(x, u′) = 0,

−H = f(x) + µ[
1 + x

2
e2u

′

J(u′) +
1− x

2
e−2u′

J(−u′)−
1 + x

2
J(u′)

−
1− x

2
J(−u′)− f(s(t))], (2.8)

where u′ = ∂u(x, t)/∂x, s(t) is the maximum point for the u(x, t). To solve
Eq.(2.8) we drop the last term, then recover the solution of Eq.(2.8) considering
the transformation u → u−

∫

f(s(t))dt.
Thus we look at the equation

∂u(x, t)

∂t
+ H(x, u′) = 0,

−H = f(x) + µ[
1 + x

2
e2u

′

J(u′) +
1− x

2
e−2u′

J(−u′)

−
1 + x

2
J(u′)−

1− x

2
J(−u′)]. (2.9)

We have two branches of the Hamiltonian: for u′ > 0,

−H+ = f(x) + µ[
1 + x

2
e2u

′

+
1− x

2
e−2u′

c−
1 + x

2
−

1− x

2
c], (2.10)

and for u′ < 0

−H− = f(x) + µ[
1 + x

2
e2u

′

c+
1− x

2
e−2u′

−
1 + x

2
c−

1− x

2
]. (2.11)

The asymptotic solution of Eq.(2.9) can be used to calculate the mean fitness
R =

∑

l Plrl at the steady state. Let us assume that there is a solution for the
HJE

u(x, t) = R0t+ u0(x). (2.12)
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Such an assumption is certainly correct in the case of our model with a single
maximal eigenvalue of the corresponding system of linear equations (2.3).

Then the mean fitness in the steady state is

R = R0 (2.13)

To define the R0, we follow idea of [23]. At any point x, we define the potentials
U±(x) as

U±(x) = min
p

[−H±(x, p)]. (2.14)

Let us put the ansatz by Eq.(2.12) in the HJE by Eq.(2.9). We have a real
number solution, when

R0 = max
−1≤x≤1

U(x) ≡ U(xm). (2.15)

If we assume that the maximum of distribution is at some point s,

U(x) = U+, x > s,

U(x) = U−(x), x < s (2.16)

The s is defined by the equation [18]

R0 = f(s) (2.17)

Assuming that the maximum of U(x) is at some x > s, we derive:

U(x) = f(x) + [
√

c(1− x2)−
1− x

2
− c

1 + x

2
]µ. (2.18)

Equations (2.13), (2.15) and (2.18) can be used to obtain analytic result for R.
To test the accuracy of our analytic equations for R, we used the Euler

algorithm [42] to solve Eq. (2.1) directly for the fitness function r = f(x) =
kx2/2 and L = 500. The numerical results for c=0.75, 0.5, and 0.25 are shown
as black dots in Fig. 1, which are consistent very well with the smooth curves
calculated from our analytic equations for R. The dashed line corresponds to
the case c = 1 of the Crow-Kimura model. Figure 1 shows that for a give k, R
increases when c decreases from 1, i.e. modulated mutation rates in our model
can enhance the mean fitness. To make this point even more clear, we plot the
mean fitness R as a function of c for mutation rate µ = 1, the fitness function
f(x) = kx2/2 with k =1, 2, and 3 in Fig. 2, which also shows that R increases
as c decreases from 1.

2.2. Single peak fitness case

As another test of analytic equations in Section (2.1), we consider the single
peak fitness of the Crow-Kimura model [11, 17, 21]. In this case we can take

f(1) = A,

f(x) = 0, x < 1. (2.19)
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0.5
R

Figure 1: The mean fitness versus the parameter k for the model with L = 500, f(x) = kx2/2
for c = 0.25, c = 0.5, c = 0.75, µ = 1 (from up to down). The smooth lines are our
analytical results obtained from Eqs. (2.13), (2.15) and (2.18) and the dots are corresponding
to the numerical results by solving Eq. (2.1) with the Euler algorithm [42]. The dashed line
corresponds to the case c = 1 of the Crow-Kimura model.

0.0 0.2 0.4 0.6 0.8 1.0
c0.0
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Figure 2: The mean fitness versus the parameter c for the model with f(x) = kx2/2 for
k = 1, k = 2, k = 3, µ = 1 (from up to down). Equations (2.13), (2.15) and (2.18) were used
to obtain analytic result for R
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The maximum of the distribution is at l=0 (x=1), then it decreases monotoni-
cally. Thus, we should take the branch U+(x) of the potential.

Our analytic equations in Section (2.1) give

R = A− µ, (2.20)

which coincides with the result of the Crow-Kimura model [11, 17, 21].

3. Conclusion

It has been assumed that mutations are not completely random, their fre-
quencies are somehow controlled during the evolutionary dynamics. The phe-
nomenon is important both for the viruses evolution and clonal evolution of
cancer cells. It is important to construct such a model. The construction of
evolution models with the changing fitness landscape and mutation rate is the
mainstream of current evolutionary research [43]. Our goal was to construct
a simple generalization of the evolution model with controlled mutation rates.
We considered the evolution model with the simplest version of cooperation:
the mutation from one Hamming class to another class with higher population
attenuated, thus enhancing the heterogeneity of population. Such cooperation
strongly changes the evolution picture, creating the nonlinearity. Figure 2 il-
lustrates how the mean fitness R changes with the parameter c. We solved the
model in the simplest case, when the mutation rule is defined via the nearest
neighbors, using a simple Hamilton-Jacobi equation approach, and the numer-
ics supported our analytical result for the mean fitness, derived with a O(1/L)
relative accuracy. The clonal evolution of cancer not only is strongly nonlinear,
but includes also some logic, swarm intellect. What we have done is to intro-
duce simple modification of the clonal evolution model: when the population
of one Hamming class is smaller than the population of the neighboring class,
then decreases the mutation rate. Our model involves strongly non-linear (non-
analytical) change of the model equations, versus simple analytical change of the
dynamics rules due to population structure in evolution games. In this article
we just considered the conditional mutation rate, but the same mathematical
tools can be applied for the conditional fitness function as well.

Usually it is assumed that the heterogeneity of the population gives an evo-
lutionary advantage in case of changing environments [38]. According to our
results, the modulated mutation rate, directed to increase the population het-
erogeneity, can strongly increase the mean fitness of population as well. Our
result is valid for the general case of the symmetric fitness landscape. We
assume that similar situation (increased heterogeneity, highly complicated dy-
namics) exists in case of evolution models with conditional selection, as well as
in evolutionary games.

The master equation in our case describes the dynamics of the fractions of
population, as 1-dimensional chain of equations. The similar models have been
considered in Parrondo games with capital dependent rules [44]. It is possible
to write the master equation again as a chain of equations for the probabilities
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having different capitals [45], and ,actually, there is a ”period of potential”, a
parameter M in the Parrondo models. In the situation, when the mutation
rule is defined by several M Hamming classes, we have a similar mathematical
problem as in the case of Parrondo games with the parameter M .

One can also consider to introduce the conditional mutation rate in the
mutator model for cancer [46]. It is interesting to find the dynamics of our
model, while it is a much harder problem than the solution of the dynamics of
the Crow-Kimura model [25]. A similar threshold like terms in the dynamics
of the linear simple model bring the dynamics to the rather complex situation,
similar to that in the Kolmogorov-Fisher equation [47].

This work was supported by the Taiwan-Russia collaborative research grant
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(for DBS), MOST 105-2112-M-001 -004 (for CKH), e Russian Foundation for
Basic Research (RFBR) grant #10-01-00374 (for AB) and the joint grant be-
tween RFBR and Taiwan National Council #12-01-92004HHC-a (for AB).

References

[1] A.C.-C. Yang, C.-K. Peng, H.-W. Yien, A.L. Goldberger, Information cat-
egorization approach to literary authorship disputes, Physica A 329 (2003)
473-483.

[2] C.-K. Hu and W.-C. Kuo. Universality and scaling in the statistical data
of literary works, in Dah-An Ho and Ovid J. L. Tzeng ed. POLA Forever:
Festschrift in honor of Professor William S. Y. Wang on his 70th birthday;
ISBN: 986-00-3151-7 (Institute of Linguistics, Academia Sinica, Taipei)
(2005).

[3] T.-T. Chi, Shin-Chi Wang, C.-K. Hu, Word population analysis and other
evidences indicate that Shiji was amended by Liu Xiang, Physica A, 437
(2015) 408-417.

[4] R. N. Mantegna, H. E. Stanley, Scaling behaviour in the dynamics of an
economic index, Nature 376 (1995) 46-49.

[5] L. Laloux, P. Cizeau, J.-P. Bouchaud, M. Potters, Noise Dressing of Finan-
cial Correlation Matrices, Phys. Rev. Lett. 83 (1999) 1467.

[6] V. Plerou, P. Gopikrishnan, B. Rosenow, L. A. N. Amaral, H. E. Stanley,
Universal and Nonuniversal Properties of Cross Correlations in Financial
Time Series, Phys. Rev. Lett. 83 (1999) 1471.

[7] W.-J. Ma, C.-K. Hu, R. E. Amritkar, A stochastic dynamic model for
stock-stock correlations, Phys. Rev. E 70 (2004) 026101.

[8] D. B. Saakian, A. Martirosyan, C.-K. Hu, Z. R. Struzik, Exact probability
distribution function for multifractal random walk models for stocks, EPL
95 (2011) 28007.

9



[9] W.-J. Ma, S.-C. Wang, C.-N. Chen, C.-K. Hu, Crossover behavior of
stock returns and mean square displacements of particles governed by the
Langevin equation, EPL 102 (2013) 66003.

[10] M. Eigen, Selforganization of matter and the evolution of biological macro-
molecules, Naturwissenschaften 58 (1971) 465.

[11] J. F. Crow, M. Kimura, An Introduction to Population Genetics Theory,
Harper Row, NY, 1970.

[12] J. Swetina, P. Schuster, Self-Replication with Errors - A Model for. Polynu-
cleotide Replication, Biophys. Biophys. Chem., 16 (1982) 329. (check)

[13] P. Schuster, J. Swetina, Stationary mutant distributions and evolutionary
optimization, Bull. Math. Biol., 50 (1988) 635.

[14] M. Eigen, J. J. McCaskill, P. Schuster, The molecular quasispecies, Adv.
Chem. Phys., 75 (1989) 149.

[15] P. Tarazona, Error thresholds for molecular quasispecies as phase tran-
sitions: From simple landscapes to spin-glass models, Phys. Rev. A, 45
(1992) 6038.

[16] H. Woodcock, P.G. Higgs, Population evolution on a multiplicative single-
peak fitness landscape, J. Theor. Biol., 179 (1996) 61.

[17] E. Baake, M. Baake, H. Wagner, Ising quantum chain is equivalent to a
model of biological evolution, Phys. Rev. Lett., 78 (1997) 559.

[18] E. Baake, H. Wagner, Mutation-selection models solved exactly with meth-
ods of statistical mechanic, Genet. Res., 78 (2001) 93.

[19] J. Hermisson, O. Redner, H. Wagner, E. Baake, Mutation-selection balance:
Ancestry, load, and maximum principle, Theor. Pop. Biol., 62 (2002) 9.

[20] D. B. Saakian, C.-K. Hu, Eigen model as a quantum spin chain: Exact
dynamics, Phys. Rev. E, 69 (2004) 021913.

[21] D. B. Saakian, C.-K. Hu, Solvable biological evolution model with a parallel
mutation-selection scheme, Phys. Rev. E, 69 (2004) 046121.

[22] D.B. Saakian, C.K. Hu, Exact solution of the Eigen model with general
fitness functions and degradation rates, Proc. Nal. Acad. SCI. U. S. A.,
103 (2006) 4935.

[23] D. B. Saakian, A new method for the solution of models of biological evo-
lution: Derivation of exact steady-state distributions, J. Stat. Phys., 128
(2007) 781.

[24] K. Sato, K. Kaneko, Evolution Equation of Phentype Distribution: General
Formulation and Application to Error Catastrophe, Phys. Rev. E, 75 (2007)
061909.

10



[25] D. B. Saakian, O. Rozanova, A. Akmetzhanov, Exactly solvable dynamics
of the Eigen and the Crow-Kimura model, Phys.Rev. E, 78 (2008) 041908.

[26] Z. Kirakosyan, Eigen Evolution Model with Mutations, Insertions, and
Deletions, Chin. J. Phys., 50 (2012) 101-108.

[27] C.-K. Hu, Historical review on analytic, Monte Carlo, and renormalization
group approaches to critical phenomena of some lattice models, Chin. J.
Phys., 52 (2015) 1-76. DOI: 10.6122/CJP.52.1.

[28] G.-R. Huang, D. B. Saakian, C.-K. Hu, Accurate Analytic Results for the
Steady State Distribution of the Eigen Model, J. Phys. Soc. Jpn. 85 (2016)
67314.

[29] T. Yakushkina, D. B. Saakian, C.-K. Hu, Exact dynamics for
a mutator gene model, Chin. J. Phys., 53 (2015) 100904. DOI:
10.6122/CJP.20150910A.

[30] S. Wright, The roles of mutation, inbreeding, crossbreeding, and selection in
evolution, in Proceedings of the Sixth International Congress on Genetics,
(1932) 355.

[31] A. S. Bratus, C.-K. Hu, M. V. Safro, A. S. Novozhilov, On diffusive stability
of Eigen’s quasispecies model, J. Dyn. Control Syst., 22, 1 (2016).

[32] M. Ghazaryan, D. B. Saakian, The Solution of the spatial quasispecies
model, Chin. J. Phys. 53 (2015) 060901.

[33] M. Vignuzzi, J. K Stone, J. J. Arnold, C. E. Cameron, R. Andino, Quasis-
pecies diversity determines pathogenesis through cooperative interactions
within a viral population, Nature, 439 (2006) 344.

[34] R. J. Woods, J. E. Barrick, T. F. Cooper, U. Shrestha, M. R. Kauth, R.
E. Lenski, Second-order selection for evolvability in a large Escherichia coli
population, Science, 331 (2011) 1433-1438.

[35] I. Martincorena, A. S. N. Seshasayee, N. M. Luscombe, Evidence of non-
random mutation rates suggests an evolutionary risk management strategy,
Nature,485 (2012) 95.

[36] M. Tarabichi, A. Antoniou, M. Saiselet, J. M. Pita, G. Andry, J. E. Du-
mont, V. Detours, C. Maenhaut, Systems biology of cancer: entropy, dis-
order, and selection-driven evolution to independence, invasion and swarm
intelligence, Cancer Metastasis Rev. 32, (2013)403421.

[37] W. Sung, et al. Asymmetric context-dependent mutation patterns revealed
through mutation-accumulation experiments. Mol Biol Evol. 32 (2015)
1672.

[38] A. E. Allahverdyan and C.-K. Hu, Replicators in fine-grained environment:
Adaptation and polymorphism, Phys. Rev. Lett. 102 (2009) 058102.

11



[39] T. Yakushkina, D. B. Saakian, A. Bratus, and C.-K. Hu, Evolutionary
games with randomly changing payoff matrices, J. Phys. Soc. Japan 84

(2015) 064802.

[40] Lynch M., The cellular, developmental and population-genetic determi-
nants of mutation-rate evolution. Genetics 180 (2008) 933.

[41] A. Nagar, K. Jain, Exact phase diagram of quasispecies model with a mu-
tator rate modifier. Phys. Rev. Lett. 102,(2009) 038101.

[42] J. C. Butcher, (2003), Numerical Methods for Ordinary Differential Equa-
tions, New York, John Wiley & Sons, ISBN 978-0-471-96758-3.

[43] O. Rivoir, Informations in models of evolutionary dynamics, J Stat Phys
162, (2016) 1324.

[44] J. M. R. Parrondo, G. P. Harmer, and D. Abbott, Phys. Rev. Lett. 85
(2000) 5226. New Paradoxical Games Based on Brownian Ratchets.

[45] H. Moraal, Counterintuitive behaviour in games based on spin models, J.
Phys. A: Math. Gen. 33, (2000) L203-L206.

[46] D. B. Saakian, T. Yakushkina and C.-K. Hu, The rich phase structure of a
mutator model, Sci. Rep. 6,(2016) 34840.

[47] E. Brunet, B. Derrida, An exactly solvable travelling wave equation in the
Fisher-KPP class,arXiv:1506.06559.

12


