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Abstract

The emergence of the Industrial Internet of 
Things (IIoT) has paved the way to real-time big 
data storage, access, and processing in the cloud 
environment. In IIoT, the big data generated by 
various devices such as-smartphones, wireless 
body sensors, and smart meters will be on the 
order of zettabytes in the near future. Hence, 
relaying this huge amount of data to the remote 
cloud platform for further processing can lead 
to severe network congestion. This in turn will 
result in latency issues which affect the overall 
QoS for various applications in IIoT. To cope 
with these challenges, a recent paradigm shift in 
computing, popularly known as edge computing, 
has emerged. Edge computing can be viewed as 
a complement to cloud computing rather than 
as a competition. The cooperation and inter-
play among cloud and edge devices can help to 
reduce energy consumption in addition to main-
taining the QoS for various applications in the 
IIoT environment. However, a large number of 
migrations among edge devices and cloud servers 
leads to congestion in the underlying networks. 
Hence, to handle this problem, SDN, a recent 
programmable and scalable network paradigm, 
has emerged as a viable solution. Keeping focus 
on all the aforementioned issues, in this article, 
an SDN-based edge-cloud interplay is presented 
to handle streaming big data in IIoT environment, 
wherein SDN provides an efficient middleware 
support. In the proposed solution, a multi-objec-
tive evolutionary algorithm using Tchebycheff 
decomposition for flow scheduling and routing in 
SDN is presented. The proposed scheme is evalu-
ated with respect to two optimization objectives, 
that is, the trade-off between energy efficiency 
and latency, and the trade-off between energy 
efficiency and bandwidth. The results obtained 
prove the effectiveness of the proposed flow 
scheduling scheme in the IIoT environment.

Introduction
The need for on-demand state-of-the-art services 
(smart sensing, e-healthcare, smart transportation, 
etc.) and computing infrastructure has paved way 
to the powerful paradigm of cloud computing. 
Ever since its inception in 2000, the cloud com-

puting paradigm has witnessed significant tran-
sitions in its overall usage, size, computational 
ability, and underlying technology [1]. This is evi-
dent from the widescale adoption of cloud com-
puting infrastructure by the IT vendors. According 
to 451 Research, the cloud services would wit-
ness an overall increase in their worldwide mar-
ket from $21.9 billion in 2016 to $44.2 billion 
by 2020 [2]. This tremendous popularity can be 
attributed to the cloud’s “pay-per-use” model, 
wherein users utilize the available resources of 
storage, computation, and networking as per their 
demands. The National Institute of Standards and 
Technology (NIST) has listed five essential attri-
butes of cloud computing:
•	 On-demand self-service
•	 Broad network access
•	 Resource pooling
•	 Rapid elasticity
•	 Measured service

These attributes are typically achieved by the 
underlying service oriented architecture (SOA) 
that supports services as per the respective enter-
prise model, that is, everything-as-a-service (EaaS 
or XaaS). These enhanced flexibility and reliability 
attributes offered by the cloud computing platform 
have led to its widespread popularity among aca-
demia and industry. However, with the emergence 
of the Internet of Things (IoT), the need for real-
time data storage, access, and processing at the 
cloud has grown manifold. Moreover, the big data 
generated by the connected devices (smartphones, 
PDAs, wireless body sensors, smart meters, etc.) 
would be on the order of zettabytes in the near 
future. This is evident as per the latest statistics 
shared by Gartner in its annual report [3]. It advo-
cates that nearly 50 billion devices would be con-
nected to the Internet by 2020. Hence, the relaying 
of such huge data to the cloud infrastructure may 
create network bottlenecks in the future. Addition-
ally, this would lead to latency issues which in turn 
may affect the overall quality of service (QoS) for 
various applications in this environment.

The Emergence of Edge Computing

In order to tackle the above limitations of the 
cloud platform, Cisco recently came up with 
the innovative concept of “edge computing.” 
It is popularly known as the “cloud close to the 
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ground,” as it provides computational and pro-
cessing facilities at the edge of the network. This 
is achieved by leveraging the machine-to-machine 
and device-to-device interactions supported by 
the edge devices in the form of nano-data centers 
(nDCs) and micro-DCs (mDCs). These devices 
are widely distributed to support real-time data 
processing. With this approach, the need to relay 
device data to the core has decreased to a large 
extent. The relative advantages of edge comput-
ing over cloud computing are shown in Fig. 1.

The majority of IT giants, including Cisco 
and IBM, have initiated the process to push the 
computing capabilities to the edge of networks, 
encapsulating the world with a range of edge 
devices in the form of devices, routers, and sen-
sors. However, the most common problem with 
cloud computing is the bandwidth limitation. Per 
statistics shared by the World Economic Forum, 
the United States is ranked 35th worldwide with 
respect to bandwidth consumption per user. This 
implies that even the biggest competitors in the 
cloud computing era have bandwidth issues when 
it comes to relaying every bit of data to the core 
computing platform. This issue is expected to 
further proliferate with the rapid advances in IoT 
with heterogeneous physical entities connecting 
wirelessly to the cloud in the near future.

The layered architecture of the edge comput-
ing paradigm is depicted using Fig. 2. As shown 
in the figure, the computing architecture compris-
es seven layers, namely core computing devic-
es, objective functions, networking devices, edge 
computing devices, access technology, applica-
tions, and actors. Here, the smart devices (mobiles, 
PDAs, etc.), vehicles, and individuals play the role 
of actors who try to access the different on-de-
mand applications, including smart sensing, smart 
education, e-healthcare, smart transportation, and 
so on. To access these services, the actors need 
to connect to the computing platform using the 
available access technologies such as third gen-
eration (3G), 4G, 5G, WiFi, and Bluetooth [4]. 

The access technology then relays the user appli-
cation/service requests to the nearby nDCs and 
mDCs, which in turn form the integral part of 
the edge computing devices layer. These devices 
have limited computational ability; hence, they 
forward the computing-intensive requests to the 
core computing layer. The requests are routed 
to this innermost layer via the networking devic-
es like routers and switches for further process-
ing. The entire computing architecture tends to 
address different objectives as part of the service 
level agreement (SLA). These objectives range 
from minimization of energy, latency, and cost to 
higher availability and throughput [1].

However, edge devices may consume high 
energy if energy efficiency is not taken into con-
sideration. Moreover, in order to provide low 
latency and high data rates, energy consumption 
of nDCs may surge. For example, Wang et al. [5] 
highlighted that edge computing can gradually 
meet the requirements of large-scale mobile ser-
vices in terms of lower latency, geo-distribution, 
and mobility support. 

Edge-Cloud Interplay

Edge computing provides dual functionality:
•	 Single-hop communication to mobile users to 

provide them services without assistance of 
cloud 

•	 Connection to the cloud to leverage its high-
end functionality and tools [6]

In this direction, Jalali et al. [7] presented a com-
parative study of energy consumption of nDCs 
and centralized DCs. The authors highlighted 
various factors in system design, such as type of 
access networks and server time utilization, that 
force nDCs to consume lower energy than cen-
tralized DCs. One of its major findings was that 
efficient cooperation between cloud and edge 
may lead to energy saving.

In this direction, Deng et al. [8] proposed an 
optimal workload allocation scheme in edge-cloud 
computing with respect to trade-off between delay 
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Figure 1. Comparison of cloud and edge computing.
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and power consumption. The authors suggested 
that it is important to study the impact of interplay 
and cooperation between cloud and edge in order 
to minimize energy consumption. Similarly, Borylo 
et al. [6] presented a dynamic resource provision-
ing scheme for energy-aware interplay between 
cloud and edge. The authors highlighted the use of 
software defined networking (SDN) in oder to min-
imize the energy consumption of the underlying 
networks between edge and cloud.

After analyzing the above discussions, some of 
the major findings and challenges of edge-cloud 
interplay are listed as follows:
•	 Limitation of resources at the edge devices 

requires shifting of major load on cloud DCs.
•	 Overloading of resources at an edge node 

may lead to higher energy consumption.
•	 Classification of delay-sensitive and 

resource-oriented requests among edge 
and cloud DCs improves performance and 
reduce energy consumption.

•	 Mobility of edge devices is a challenge for 
energy consumption due to re-traceability of 
lost links. 

•	 The huge number of migrations and commu-
nications between edge and cloud devices 
leads to additional burden on underlying net-
works.

•	 The underlying network plays a major role in 
providing low-latency services to end users. 
Proposed Edge-Cloud Interplay Architecture: 

To handle the above listed challenges, an edge-
cloud interplay architecture is presented in this 
proposal. The edge-cloud interplay architecture 
consists of three layers:
1. The cloud computing layer
2. The edge computing layer
3. The network layer
Figure 3 shows the architecture of edge-cloud 
interplay along with various characteristics. The 
overall architecture relies on the middleware sup-
ported by the network layer, which is the core 
toward successful implementation of edge-cloud 

interplay. An inefficient network can lead to exces-
sive energy consumption and high latency. More-
over, the dependence of traditional networks 
based on standard protocols and architecture 
may act as a bottleneck to address challenges in 
front of edge-cloud interplay. Hence, a program-
mable, scalable, flexible, vendor-independent, and 
reconfigurable network architecture is required to 
handle the huge amount of traffic between edge 
and cloud devices in order to improve perfor-
mance and reduce energy consumption. 

Emergence of SDN
To provide a flexible and scalable architecture 
for handling network congestion and complexi-
ty in edge-cloud environments, a recent out-of-
the-box network technology, SDN, has emerged. 
In SDN, the data and control planes are decou-
pled from each other in order to reduce network 
congestion and complexity [9, 10]. Thus, SDN is 
the most viable network technology in the multi-
edge-cloud environment. Generally, the commu-
nication infrastructure in SDN works according 
to standards designed by the Open Networking 
Foundation (ONF). OpenFlow protocol is used to 
handle the flow of traffic in SDN [11]. In the pro-
posed edge-cloud interplay architecture, the three 
decoupled planes — data, control, and application 
— are shown in Fig. 3. The network backbone in 
the considered setup could range from 3G, 4G, 
and 5G to WiFi and Bluetooth. A detailed descrip-
tion of the communication protocols is provid-
ed in [11]. Accordingly, the transmission rates of 
the underlying network varies with respect to the 
communication standard chosen. The working of 
these planes is discussed below. 

Data Plane: All the forwarding devices (FDs) 
such as OF switches, routers, and gateways are 
located in this plane. All these FDs behave accord-
ing to the forwarding decisions made by the 
controller residing in the control plane. All such 
decisions are configured into flow tables of the FDs 
using a data-control plane interface. All the flow 

Figure 2. Layered architecture of the edge computing paradigm.
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tables work according to the instructions added in 
the instruction set available with the controller [9]. 

Control Plane: The control plane is the core 
of the SDN architecture and acts as a decision 
making plane. This plane works according to the 
control logic provided to the controller. All the 
forwarding decisions are decided by the control-
ler and added to the instruction set in this plane. 
Moreover, the controller can also use the network 
operating system to create a virtual controller 
using a hypervisor. One of the most important 
characteristics of SDN is that the control logic 
can be programmed and reconfigured according 
to different environments [12]. Thus, utilizing this 
property of SDN in this work, a flow management 
scheme is presented that optimizes the trade-offs 
between energy efficiency and bandwidth, and 
energy efficiency and latency in the proposed 
edge-cloud interplay architecture.

In this edge-cloud interplay, the incoming 
traffic flow is divided into three categories and 
added to the respective queues, as shown in Fig. 
4. Three categories of flows are:
1. Active
2. Waiting
3. Suspended
This is done in order to map a flow to a particular 
link. Initially, a flow path is matched for incoming 
traffic using flow tables. If a flow path exists for 
the incoming traffic, the flow is added to a waiting 
queue. The flow becomes active when it reaches 
the top of the queue. However, if no flow path 
exists for incoming traffic, the queue is suspended 
and sent back to the controller to reconfigure the 
flow paths [13]. 

Application Plane: All applications such as 
energy efficiency, throughput, SLA, and availabil-
ity are provided to end users through this plane. 
Using this plane, the controller receives the feed-
back of applications provided to the end user. 

Handling Streaming Applications Data 
at the Edge-Cloud Interplay

This section presents the proposed technique for 
energy-aware and QoS-guaranteed flow schedul-
ing and routing in SDN. The entire methodology 
of the proposed scheme is represented using the 
sequence diagram in Fig. 5. As is evident from the 
figure, the overall process can be segregated into 
the following phases:
•	 Flow classification
•	 Selection of control logic by SDN’s control 

plane

•	 Execution of the control logic by SDN to 
achieve energy-driven flow scheduling and 
routing

The overall middleware support in the consid-
ered setup is provided by SDN. Apart from this, 
the connectivity preservation can be effective-
ly ensured by using data offloading and network 
selection presented in our previous work [11].

The detailed technical description of the above 
mentioned phases in presented as follows.

Phase  I: Flow Classification

In the initial phase, flows are classified into two 
categories: batch processing and stream process-
ing workflows. The former considers the quality 
bandwidth of network services more crucial; the 

Figure 3. Different layers of edge-cloud interplay architecture.
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latter comprises real-time applications, which are 
particularly latency-sensitive. Keeping this in view, 
AND the heterogeneity of the incoming and out-
going workflows the servers usually cater to, the 
proposed scheme tends to adapt according to the 
real-time workflows to avoid performance deg-
radation issues. Additionally, the acquired data is 
also preprocessed and normalized for further pro-
cessing, as done in our previous work [14].

The QoS parameters considered for both sce-
narios are widely separated. Therefore, consider-
ing a single QoS parameter for evaluation of the 
proposed scheme would lead to a compromise 
of the quality of experience (QoE) of the under-
lying services or applications. Hence, to bridge 
this gap, the article presents an adaptable control 
strategy to minimize energy consumption of data 
center networks (DCNs) using the SDN platform; 
they are specifically configured to cater to the 
QoS requirements of the varied set of workflows. 
To the best of the our knowledge, this is the first 
work that aims to amalgamate the energy mini-
mization of DCNs based on SDN with adaptable 
QoS parameters. 

Phase II: Selection of Control Logic by  
SDN’s Control Plane

In this phase, the control logic to be adopted by 
the control plane is selected based on the work-
flow classification executed in the previous phase. 
This is done to explicitly select the optimization 
strategy (OptS ) to achieve the optimal trade-off 
between energy efficiency and QoS assurance. 
For instance, for batch processing workflows, 
OptS targets the bandwidth of network services 
as the QoS parameter. On the other hand, OptS 
for the stream processing workflows has latency 
as the desirable QoS parameter. This choice helps 
to adapt the network according to the real-time 
workflows and ensure increased SLA targets. It 
is evident that these resources are directly linked 
to the revenue of the utility providers and the 
end users. Hence, energy usage and QoS have 
been considered as the set of incentives in the 
proposed work. 

Phase-III: Execution of the Control Logic by  
SDN to Achieve Energy-Driven  
Flow Scheduling and Routing

The control logic execution as per the outcomes 
of the next phase is achieved by executing the 
OptS as follows.

OptS-I: Trade-off between Energy Efficiency 
and Bandwidth: The considered OptS takes into 
account the trade-off between energy efficien-
cy and bandwidth of network services as per the 
following multi-objective optimization function 
(F1(x)), wherein the parameter dk,i(t) is the bina-
ry decision variable under consideration. It rep-
resents the optimal path selected by the F1(x) for 
the kth flow via the ith switch of the SDN’s data 
plane.

min F1(x) = f(E(dk,i(t)), –B(dk,i(t)))	 (1)
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In the above equation, function E(dk,i(t)) rep-

resents the energy computation of the DCN 
(C1), which can be attributed to the total energy 
consumption of the active switches. It is worth 
mentioning here that the energy consumption 
of the individual switches is not proportional to 
the traffic load but on the dynamic part of the 
switches. Ideally, the total energy utilized by a 
switch (EnUti) can be attributed to its fixed part 
and dynamic part. Here, the former represents 
the total energy utilized to power the fans, cha-
sis, and so on. On the other hand, the dynamic 
part is proportional to the number of active ports 
on the switch. Mathematically, it can be repre-
sented as follows: EnUti(Switch) = fixed part + 
dynamic part. The parameters F and D denote the 
fixed and dynamic energy consumption values of 
the DCN switches. Moreover, in the considered 
setup, a total of w switches have been consid-
ered, which are indexed using i and represented 
using Vi. The adjacency between the two switch-
es, say Vi and Vl, is denoted using the binary vari-
able ai,l. Moreover, the index j is used to denote 
the port of a switch, and every switch is assumed 
to be equipped with |P(i)| ports. Additionally, k 
flows are assumed to be available at timestamp t, 
wherein tk

start and tk
end refers to the start and end 

of the flow on the DCN.
Constraint C2 denotes the computation 

of DCN’s bandwidth (B(dk,i(t))) for the chosen 
route at time t. Here, the variable Bi,j denotes the 
bandwidth of the jth port of the ith switch. The 
next constraint, C3, depicts the flow restriction in 
the considered setup, wherein flow via the two 

Figure 5. Sequence diagram of the proposed scheme.
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switches (Fvi,vl) always selects a single route. Final-
ly, constraint C4 enforces the integrality restriction 
of the decision variable dk,i(t).

OptS-II: Trade-off between Energy Efficiency 
and Latency: In contrast to the above mentioned 
OptS , the present OptS tends to achieve the 
optimal trade-off between energy efficiency and 
network latency for stream processing flows. It 
is achieved in accordance with the below men-
tioned objective function (i.e., F2(x)).

min F2(x) = f(E(dk,i(t)), L(dk,i(t)))	 (2)
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In the above equation, L(dk,i(t)) denotes the 
latency computation function. Constraint C2 high-
lights the detailed computational process involved 
in the estimation of L(dk,i(t)). The first part of C2 
depicts the propagation delay. Here, the variable 
dvi,vl depicts the distance between the switches, 
while Pr(t) represents the medium propagation 
delay. In addition to this, the second part of C2 
denotes the transmission delay wherein packet 
size and occupation ratio are denoted using Pi,-
j(t), and Oi,j(t), respectively. The third part of C2 
represents the queuing delay wherein the number 
of flows in the ready queue are denoted using 
|Qready(t)|. Finally, the last part of C2 refers to the 
processing delay of the node, and Pi(t) refers to 
the processing delay induced by the ith node. The 
rest of the constraints follow the same notation as 
discussed.

It is worth noting that the proposed scheme 
handles the spatial-temporal characteristics of 
data in the IIoT environment. It is evident from 
the use of the parameters t and dvi,vl. The former 
represents the timestamp across which the flows 
are scheduled and routed. On the contrary, dvi,vl 
plays an essential role in latency computation. 
Constraint C2 defined above signifies that greater 
distances between the switches lead to higher 
network latencies and vice versa.

MOEA/D and Tchebycheff Decomposition: 
The OptS-I problems defined above are solved 
using a multiobjective evolutionary algorithm 
based on decomposition (MOEA/D). It decom-

poses the considered multi-objective problem into 
multiple scalar optimization subproblems (SPs). 
The obtained SPs are then solved simultaneously 
using the population of solutions, which tend to 
evolve in every generation phase. In every gen-
eration, the population consists of the best solu-
tion corresponding to each SP. In addition to this, 
the decomposition method chosen in the pres-
ent scheme is Tchebycheff decomposition due to 
its inheritant advantages. It is a widely accepted 
technique for constructing aggregation functions 
and deals with both convex and non-convex prob-
lems. Additionally, it is known for enhanced con-
vergence performance and search region. 

Mathematically, the objective function of a 
particular SP, say the lth SP, in accordance with 
Tchebycheff decomposition is defined as per the 
following equation:

gte x λl , z!( ) = max1≤i≤m
λi
l fi(x)− zi

!{ }
 	 (3)

Here, 1, 2, …, N are evenly spread out weight 
vectors, and the value of  j is equivalent to ( j

1, 
 j

2, …,  j
m)T. The parameter zÖ considered is the 

reference point.

Observation and Analysis
Simulation Setup

This section investigates the impact of the pro-
posed SDN-based scheme for flow scheduling 
and flow routing on DCNs’ overall energy utiliza-
tion while keeping the SLA in a reasonable bound-
ary. It is implemented using i3-6100U CPU @ 2.30 
GHz with 4 GB of RAM on MATLAB R2016a.

In order to validate the efficacy of the pro-
posed scheme (scheme I), it has been compared 
with two existing schemes (schemes II and III). 
The existing schemes do not take the workflow 
classification into account. The QoS adaptivity 
feature is also not considered in these schemes. 
Scheme II is an extension of OptS -I and suggests 
the energy plus bandwidth-aware flow scheduling 
and routing in the considered cloud-edge setup 
amalgamated with SDN capabilities. Along similar 
lines, scheme III is an extension of OptS-II present-
ed in the previous section. Hence, it takes into 
account the latency-sensitive and energy-aware 
route selection in SDN setup.

For the purpose of evaluating the proposed 
scheme, a 4-ary Fat-Tree network topology 
comprising of 4-port switches was taken into 
account. The simulation tests were conducted 
25 times across a 24-hour simulation period. The 
considered simulation parameters with respect 
to energy consumption of network switches is 
as under. The fixed power of the active switches 
was set to 36 W, while 1 W of power utilization 
was taken as the standard value for an active 
port. Additionally, to evaluate the performance 
of the three schemes based on the above sim-
ulation setup, workflow traces acquired from a 
Google Compute cell were used [15]. The per-
formance evaluations of the considered scheme 
was carried out in accordance with the following 
set of parameters.

Average number of SLA violations: The SLA 
metric is an important metric in the considered 
setup, wherein higher SLA violations depict poor 
QoS, and reduced SLA violations lead to satisfac-
tory QoS. As the QoS in the considered setup is 
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centered around network latency and bandwidth, 
the SLA violations are defined accordingly. SLA is 
considered to be violated under two scenarios: 
•	 If the SDN setup fails to process the flows 

within the threshold level of latency, which is 
dependent on the flow size and type

•	 If the SDN setup fails to allocate the required 
bandwidth of the considered flow.
Total energy consumption (kWh): The cumu-

lative energy utilization in the considered setup 
refers to the sum of energy utilized by the net-
work switches that form the integral part of the 
underlying DCN.

Results

The proposed scheme aims to adapt to real-time 
traffic workflows by considering their flow sched-
uling and routing under different QoS parame-
ters. Hence, the proposed scheme classifies the 
workflows into two broad categories based on 
their size and other characteristics. The related 
classified workflows across batch and stream 
processing is depicted in Fig. 6a. As evident 
from the figure, the considered simulated envi-
ronment takes into account random arrival of 
different workflows after every 30-minute time 
interval. For instance, at 0500 h the workflow 
under reference was of stream processing type. 
Hence, the SDN control plane quickly adapted 

to OptS-II to produce energy optimal routes for 
data transfer while guaranteeing the required 
bandwidth.

The related results on the bandwidth and laten-
cy assurance for the two types of workflows have 
been represented in terms of SLA violations. The 
related results have been highlighted using Fig. 
6b, wherein higher violations across schemes II 
and III are clearly evident. Overall, the proposed 
scheme is found to operate with the least number 
of SLA violations across varied workflow types. 
For example, at 0500 h the SLA violations of 
schemes I and III were almost negligible, while 
those of scheme II led to SLA violations of almost 
12 percent.

The proposed scheme takes into account 
adaptable QoS selection based on workflow clas-
sification. For instance, it adapts to OptS -I in the 
case of batch processing workflows and to OptS-
II for processing stream processing workflows. 
This classification and subsequent adaptation 
makes the proposed scheme suitable in the con-
text of energy-aware flow scheduling and routing. 
Hence, the related energy-centric results obtained 
using the three schemes is depicted using Fig. 6c. 
As evident from the figure, scheme I is found to 
be the most energy-efficient in comparison to 
the other schemes. For instance, schemes II and 
III lead to overall energy utilization of 3695 and 
3321 kWh at 0500 h. The proposed scheme, on 
the other hand, achieved the most energy-effi-
cient results of 3321 kWh.

In summary, the comparative evaluations of 
the three schemes can be described as below. 
The proposed scheme achieves an overall 
improvement of 1.4 and 1.6 percent relative to 
scheme II and scheme III, respectively, in terms of 
SLA violations. Additionally, the proposed scheme 
also depicts an overall improvement of 6 and 
3.5 percent over the other schemes with respect 
to overall energy utilization of the DCN. These 
improvements can be attributed to the adaptive 
decision making capability of the middleware sup-
ported by SDN in accordance with different work-
flow types.

Conclusion
In this article, an SDN-based edge-cloud interplay 
is presented to deal with flow scheduling among 
edge and cloud devices. In this regard, a multi-ob-
jective evolutionary algorithm using Tchebycheff 
decomposition is designed for flow scheduling 
in SDN. The proposed scheme is evaluated with 
respect to two optimization problems:
1. Trade-off between energy efficiency and 

latency
2. Trade-off between energy efficiency and 

bandwidth
In order to validate the efficacy of the proposed 
scheme, it is compared to existing schemes 
using different evaluation parameters. The results 
obtained prove the effectiveness of the proposed 
flow scheduling scheme in the IIoT environment. 
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