WIRED: The impact of media and technology use on stress (cortisol) and inflammation (interleukin IL-6) in fast paced families
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ABSTRACT

This study examined how technology and media use affect stress (cortisol) and inflammation (interleukin IL-6) in dual earning parents and their adolescents. Sixty-two families reported on their technology use the past week and collected saliva on two consecutive days that week. Technology use had the greatest effect on adolescents. Adolescents with greater phone use, general media exposure, and larger social networks via Facebook had a greater rise in their cortisol awakening response (CAR) and higher IL-6. Fathers’ phone use and email were also associated with an increase in their CAR and IL-6. When bedtime technology use was high, greater general media use was associated with an increase in CAR for adolescents, but a decrease for fathers. Technology use did not significantly affect cortisol diurnal rhythm or mothers’ biosocial markers. This study contributes empirical evidence of the physiological consequences of technology use among family members and provides potential theoretical explanations for future research.

Published by Elsevier Ltd.

In 2015, a Pew survey estimated that 68% of Americans owned a smartphone and 45% owned tablets (Anderson, 2015). Although people are increasingly dependent on these portable devices that provide mobility, the majority of media is still consumed in the home (Common Sense Media, 2013; Nathanson, 2015). Within the family, parents experience the blurring of work and personal life through the flexibility that Internet-connected mobile devices offer and often struggle to navigate these domains (Nam, 2014). Meanwhile, adolescents are exploring identity, completing schoolwork, and developing and maintaining friendships via technology (boyd, 2015). Indeed, technology has become an inevitable and important part of the fabric of most American families.

Despite the increased adoption of technology, research suggests it has mixed effects on well-being. Technology can help family members communicate efficiently, multitask, regulate moods, and facilitate social support (Carvalho, Francisco, & Relvas, 2015). For adolescents, developing in the digital age has enabled increased autonomy through easy access to peer networks, but it can also increase parental monitoring (boyd, 2015). Similarly, while technology can expedite communication and information sharing that enhances positive emotional connections (Carvalho et al., 2015), it can also contribute to surveillance and diminished face-to-face communication that can fuel stress in families (McDaniel, 2015). Heavy technology use in particular has been associated with depression, loneliness, anxiety, and narcissism (Rosen, Whaling, Rab, Carrier, & Cheever, 2013).

Although scholars have begun to understand how technology use affects individuals psychologically, much less is known about how it affects them physiologically, especially within families where multiple members are using technology simultaneously. The current study addresses this void in the literature by focusing on how technology use, and the type of technology used, affect biological stress responses (measured through cortisol) and immune systems (measured through the pro-inflammatory marker, interleukin IL-6) of dual earning parents and their adolescents (ages 13–18). An affordances approach is used to explore distinctions in both the role and the effects of technology on family members’ stress. The impact of technology and media on stress in families is a pressing issue given the increasing number of dual career households with adolescents in which all members tend to live fast-paced lives (i.e., busy lifestyles replete with obligations of balancing work and family and extracurricular activities) and where everyone is “wired” most of their waking hours. We refer to
these families as fast-paced families or FPF.

1. Technology and media as tools that can affect stress

Media psychology provides a particularly useful theoretical approach to technological effects (Rutledge, 2012, pp. 43–61). Scholars who adopt a media psychology approach often model how affordances of media and technology constrain and/or enhance social perceptions, affect cognitive processing, and shape social, emotional, and psychological outcomes. Importantly, these effects also include physiological outcomes. Technology and media are used here as overarching terms that include a multitude of devices, as well as activities and new media that saturate the environment. Through the attributes of portability and connection to the Internet, technological devices afford perpetual contact and co-presence of social networks and unprecedented amounts of information (Rice & Katz, 2003). Therefore, these valuable tools can create tremendous demands and ultimately stress that can affect the physiological health of their users. In the current study, we focus on the interconnections between one’s social environment (e.g., family and technology/media use) and biological stress responses (e.g., cortisol as a marker of stress and IL-6 as a marker of inflammation or immune strength) or what researchers often refer to as “biocultural markers” of stress.

Technologies, such as the mobile phone, have become essential tools for organizing and managing information, social coordination, and maintaining relationships (Rice & Hagen, 2010, pp. 2–39). This is likely particularly true for FPF who require management and coordination of everyone’s busy schedules. Portable devices connected to the Internet (i.e., social media and chatting or messaging applications) can also connect people to their offline social support networks and diverse online social support networks at multiple times throughout the day. Riva, Baños, Botella, Wiederhold, and Gaggioli (2012) also note that there are positive effects of technology on affective quality, engagement/actualization, and connectedness. They found that these technologies can facilitate positive emotions, allow people to be more engaged and active in their interests via inducing flow or total involvement, and increase social presence and social capital. Yet, the multitude of new media and technology, which afford people constant access to engaging information, entertainment, and social connections, can lead to overload.

The technological advances that facilitate connection can also be stressful for adults and adolescents if they overwhelm their capacity and/or desires for information and communication. For instance, regardless of age, the pressure to be constantly available to social networks alone can result in communication overload (Stephens et al., 2017). Reinecke et al. (2016) found that across the lifespan, people reported experiencing digital stress or digitally caused strain. Their participants also engaged in communication due to fears of missing out (FOMO) on information and the social pressure to be responsive, which predicted anxiety, burnout, and depression. However, taking an affordances approach, these experiences of stress may also be linked to particular technological use that are advantageous for people’s goals at their particular life-stages. Lee, Son, and Kim (2016) also found that social networking site (SNS) use can result in information, communication, and technological overload, and later SNS fatigue. In both studies, fatigue and stress existed across a range of ages, but was highest among youth (29 or below). Adults, however, often report feeling a “technostress” due to new technologies embedded in work life, including virtual offices and increased flexibility to work from home (Jarvenpaa & Lang, 2005).

Technologies can also create stress among family members by interfering with their relationships. “Technoference,” which is a term for the experience relational partners have when technology interrupts conversations and other important shared experiences, has been found to produce technology-related conflicts between romantic partners and between parents and children (McDaniel, 2015). Conflicts can inhibit one's quality of life and family relationships and ultimately induce physiological stress (Kulhman, Repetti, Reynolds & Robles, 2016). McDaniel and Coyne (2014) found that the majority (70%) of romantic partners perceived computers, mobile phones and television to “sometimes” or “more often” interfere with their relationship. More frequent “technoference” has also been associated with lower overall well-being (e.g., lower reported relationship satisfaction, greater depressive symptoms, and lower life satisfaction). Although largely studied among romantic partners or parent-child dyads, Turkle (2011) remarks on the emotional disconnect among family members at the dinner table when their devices captivate them. Technology can interrupt essential face-to-face interactions and produce lower life satisfaction and technology-related conflict and stress in families if it is not used effectively.

Moreover, technology can interrupt, distract, or delay individuals’ vital behaviors such as eating, exercising and sleeping, which can increase stress. One of the most robust effects of technology and media usage is on sleep duration and sleep disturbances (Cain & Gradisar, 2010). Sleep and quality of sleep are particularly important to the body’s recovery from daily stress. Yet, research suggests that people’s technology interfere with their very basic and important functions. Thomee, Harenstam and Haldberg (2011) discovered that high mobile phone usage was related to more sleep disturbances and depression. Lomola, Perkinson-Gloor, Brand, Dewald-Kaufmann, and Grob (2014) also discovered that adolescents who owned a smartphone had later bed times. Further, adolescents’ reporting of late night usage of smartphones in bed was associated with depressive symptoms. Overall, electronic media usage was negatively correlated with sleep duration and positively correlated with disturbances and depression. By tampering with sleep, technology might hinder the body’s ability to recover from stress and prepare for oncoming daily stressors. Technology’s ability to overload people with information and disrupt life, including sleep, provide evidence for its role as a stressor that can affect family members’ biological stress responses.

2. Technology and physiological stress in families

To understand the impact of technology on physiological stress, it is first important to provide a brief overview of how the mind and body respond to stress. In the face of a stressor, challenge or threat, the body responds via the hypothalamic-pituitary-adrenal (HPA) axis’s secretion of glucocorticoids (Juster, McEwen, & Lupien, 2010). After the brain assesses that something is stressful, the sympathetic-adrenal-medullary (SAM) releases adrenaline activating the HPA axis. Stimulating the production of corticotrophin releasing hormone (CRH) leads the anterior pituitary to release the adrenocorticotropic hormone (ACTH), which finally activates the adrenal cortex leading to cortisol. Cortisol (and other hormones and enzymes) energizes the body and prepares it to respond to an impending stressor (e.g., “fight or flight” responses). Cortisol also has a consistent diurnal pattern or cycle in healthy children and adults (Saxbe & Repetti, 2010). A healthy diurnal pattern has a high initial cortisol level that peaks approximately 30 min after waking. People need a certain level of cortisol after they wake to combat the stress they face during their day (Munck, Guyre, & Holbrook, 1984). The rise in cortisol that occurs approximately 30 min after waking is called the cortisol awakening response or CAR (Adam et al., 2014). Nevertheless, too much or too
little of a rise in CAR has been associated with poor physical and mental health (see Fries, Dettenborn, & Kirschbaum, 2009). The CAR is followed by a progressive reduction or steep drop in cortisol throughout the morning with a nadir in the late afternoon, reaching its lowest point at bedtime (Saxbe & Repetti, 2010). A smaller drop in cortisol throughout the day or the flatness of people's diurnal rhythms is indicative of worse health (Doane et al., 2013).

The impact of stress on the HPA axis often depends upon the nature of the stress and how the physiological stress responses are measured. In the presence of acute perceived environmental stressors, individuals often experience elevated levels of cortisol. Chronic or recurring stress can comprise daily functioning of the HPA axis (Juster et al., 2010). The HPA axis can become dysregulated due to allostatic load, making the diurnal cortisol rhythm flatter, more sensitive to stress and challenge, poorer at recovery from stressors, or non-responsive (McEwen, 1998).

Allostasis is the body’s natural response to stress and is a dynamic process through which multiple biological systems respond and adapt to environmental stressors (McEwen, 1998). This adaptation is necessary and important for humans to adapt to their environment’s demands. However, the body’s ability to adapt effectively to stress can be compromised when it is overstimulated. Allostasis is the cumulative “wear and tear” of chronic and/or recurring stresses on biological, physiological, and psychological systems (Repetti, Robles, & Reynolds, 2011). Although we are not measuring allostatic load in the current study, the overuse of technology could contribute to acute and chronic stress and anxiety through communication overload and technofear and manifest in people’s biological stress responses.

Chronic stress can weaken the body’s immune system, making it more susceptible to disease. Research shows that psychological stress (from a wide range of sources, including conflict, relationship dissatisfaction, and loneliness) can dysregulate people’s stress responses and inhibit their immune functioning (see Graham et al., 2009). Stress can elevate the product of proinflammatory cytokines, one of which is IL-6. Inflammation is an essential way the body responds to infection or injury, but the over production of it is thought to be a crucial connection between stress and poor health (Jaremka, Lindgren, & Kiecolt-Glaser, 2013). Chronic inflammation is predictive of a host of diseases and disorders, including type II diabetes, obesity, cardiovascular disease, high blood pressure, and premature aging (McEwen & Wingfield, 2003).

Different types of stress, however, seem to have different effects on these responses. Environmental stress can affect the acute functioning of the HPA axis, the diurnal variability of the system, and the production of proinflammatory cytokines (e.g., Desantis et al., 2007). For the most part, too much stress tends to contribute to the over production of IL-6, which then contributes to even greater stress (Jaremka et al., 2013). Acute or more moderate stress can exacerbate the diurnal variability of cortisol and often produces a greater rise in CAR, whereas more severe and chronic stress often produces a blunting of the diurnal variability and cortisol awakening reaction (CAR) (Stetler & Miller, 2005). Chronically high and chronically low cortisol levels have been associated with psychological problems such as anxiety and depression, whereas moderate levels are more indicative of adaptive functioning (Gordis, Granger, Susman, & Trickett, 2006). Among anxious individuals, however, morning cortisol levels should be exceedingly high and remain somewhat higher in the evening (Doane et al., 2013). Although there is very little research connecting technology use to cortisol or IL-6, Wallenius et al. (2010) found that school age children (39 ten year olds and 33 13 year olds) who used greater amounts of technology the preceeding day (3 or more hours) had a diminished or lower CAR the next morning. As these authors speculated, too much technology use likely overwhelmed the children’s physiological stress system and its ability to function properly. Long hours of technology use day after day might function as a natural stressor that builds over time.

Correspondingly, technology can be used to facilitate connection in physical proximity (Carvalho et al., 2015) or act as a tool for isolation and separation even while in physical proximity (Turkle, 2011). In particular, the general shared experience of high technology use could produce communication overload, which should be associated with higher stress among family members. But, because of the lack of research, the exact nature of how technology use affects cortisol patterns and IL-6 is unclear. Thus, we propose the following research question:

RQ1: In what ways does the amount of overall technology used by parents and adolescents during the week affect their CAR, IL-6, and cortisol diurnal rhythms?

In addition, the types of technology and media parents and adolescents use could produce different levels of stress. An affordances theoretical framework provides a systematic approach to exploring the characteristics of media that contribute to their social and personal uses and effects. Specifically, work-related email use on mobile devices by parents could be most disruptive by displacing parents’ time and attention and most predictive of technology-related stress (McDaniel, 2015). This might represent communicative overload as an outcome of a lack of boundaries between work and home (Jaervenpa & Lang, 2005). Furthermore, higher social media use (such as Facebook) affords higher social connectivity, visibility, accessibility, edibility, persistence (of messages), searchability and social feedback (Treem & Leonardi, 2012, pp. 143–189). Although these affordances have benefits, they can also be stressors (Fox & Moreland, 2015; Morin-Major et al., 2016). Given the affordances literature or different functions of technology, it is logical to assume that the forms of technology and media use matter in their impact on cortisol and IL-6.

H1. Technology used (i.e., mobile phone usage, email usage, general media use, or social network size on Facebook) by parents and adolescents during the week will differ in their effects on cortisol diurnal rhythms, CAR, and IL-6.

Finally, because research indicates that high technology use is related with late night usage, sleep disturbances and decreased sleep quality (Cain & Gradasar, 2010; Lemola et al., 2014), we hypothesize the following:

H2. Overall technology/media use will interact with nighttime screen/cell phone use to predict CAR, such that those with the greatest technology/media use and nighttime screen/cell phone use will have the highest CAR, and those with the lowest technology/media use and nighttime screen/cell phone use will have the lowest CAR.

3. Method

Families reflected on their technology use the past week. They also reported on their night time technology use, sleep, and collected four saliva samples throughout the day on two consecutive days in the middle of that week to test for cortisol and IL-6.

3.1. Participants

Sixty-two heterosexual couples (M age = 44.68) and one of their adolescent children (ages 13–18; M = 14.8; 31 sons and 31 daughters) participated in this study. All the couples were married
(94%) except for four, who were cohabitating. Eight (13%) of the couples were remarried. Most adolescents and parents were Caucasian (adolescent: n = 55 or 89%; parents = 115 or 93%). The median household income of the families was $113,000. Nine of the parents had a high school degree (7%), 24 (19%) had an Associates' Degree or some college, 47 (38%) had a Bachelor's degree, and 41 (33%) had an advanced degree (MA, Ph.D., MD). The parents had an average of three children and worked an average of 44.7 h per week. The adolescents spent an average of 11 h a week in extra-curricular activities and had 4.07 social media accounts. Parents reported 2.07 social media accounts.

3.2. Procedures

The families resided in the Midwest part of the U.S. They were recruited through a university-wide email listserv at a research university, advertisements sent to employees at large businesses, Craigslist, and network sampling. Once the families called the researcher, the researcher explained the study, screened members, and gained verbal consent. Both parents needed to be employed full time (min. of 40 h a week) and have two or more children still living in their home. All parents needed to be in a romantic relationship and living together and the adolescent needed to be currently residing with them. Family members were excluded if they had a health condition or were taking medications that could have altered their hormones.

Data collection for each family lasted one week. Each family member completed an initial survey on the same weekend, daily diary logs the following Monday through Friday, and an exit survey. Participants were asked not to drink alcohol or visit the dentist within 48 h before their saliva collections. They were also instructed not to exercise rigorously, consume caffeine, use illegal drugs, or smoke before their wake-ups. The samples were collected immediately upon waking in the morning and gained verbal consent. Both parents needed to be employed full time (min. of 40 h a week) and have two or more children still living in their home. All parents needed to be in a romantic relationship and living together and the adolescent needed to be currently residing with them. Family members were excluded if they had a health condition or were taking medications that could have altered their hormones.

Upon consent, families were mailed details of the study, saliva collection procedures, collection materials marked by days and times, medical forms, and cold packets. Parents and adolescents collected saliva by passively drooling into a small vial. Families were asked not to drink alcohol or visit the dentist within 48 h before their saliva collections. They were also instructed not to exercise rigorously, consume caffeine, use illegal drugs, or smoke on the days of collection. They were told not to brush their teeth, eat, or drink anything an hour before their saliva collections. Saliva samples were collected immediately upon waking in the morning before their feet touched the floor, 30 min after waking, at noon (in a private room, before lunch), and right before bedtime (resulting in 1488 saliva samples). The family was instructed to freeze their saliva samples in their home freezer immediately after collection. If they were at work or school, participants were asked to put their sample in a freezer or use the frozen packet to keep it cold.

Several procedures were established to help ensure compliance and accuracy in the data collection. Before the family began the study, a researcher either called the family using regular voice dialing or FaceTime (allowing the researcher to visually demonstrate how to collect the saliva). The instructions were also written in a letter, where the saliva collection was also visually depicted. A wake-up text reminder was also sent to each family member the morning of the saliva collections using their self-reported expected wake-up times. Immediately after collecting every saliva sample, the participants texted the researcher “collected,” providing a time stamp. Each participant was compensated $35. The data were collected during the academic year and not during a break or family vacation. Upon retrieval from the family’s home, the saliva samples were immediately transferred to a freezer in the laboratory (−20°C). The samples were then shipped overnight to Salimetrics where they were frozen at −80°C until analyzed. All of the samples were assayed for salivary cortisol in duplicate by enzyme immunoassay (Granger et al., 2012). Intra- and inter-assay coefficients of variation should be less than 10 and 15%, respectively. Cortisol is reported in micrograms per deciliter (μg/dl).

3.3. Measures

3.3.1. Media and Technology Use Scale

An adapted version of the Media and Technology Use and Attitudes scale (Rosen, Whaling, Carrier, Cheever & Rokkum, 2013) was completed by the parents and adolescents at the end of the study. We asked participants about the frequency in which they engaged in each of the following activities in the last week: emailing (on all devices; 4 items; adolescent α = 0.72, father α = 0.86, mother α = 0.86), phone use (including all smart phone use, calling, texting, music, pictures, internet, etc.; 14 items; adolescent α = 0.89, father α = 0.91, mother α = 0.93), general media use (i.e., TV viewing, gaming, media sharing, internet searching; 13 items; adolescent α = 0.86, father α = 0.87, mother α = 0.75), and social media use (e.g., “checked Facebook or other social networks,” “post status updates” “post photos” “read postings”; 9 items; adolescent α = 0.88, father α = 0.95, mother α = 0.95). These subscale items were averaged and varied along the following anchors: 1 (never), 2 (once this past week), 3 (several times this past week), 4 (once a day), 5 (several times a day), 6 (once an hour), 7 (several times an hour), and 8 (always). Finally, we included the “Facebook” subscale that more specifically asked about participants’ networks on Facebook. Participants were first asked if they had a Facebook account (yes = 1; no = 0). They were then asked about their social network on Facebook that ranged on a scale from 0 (none) to 8 (751 or more) (e.g., “How many total friends do you have on Facebook, including friends you may not know?” “How many Facebook friends do you know in person?” adolescent α = 0.91, father α = 0.81, mother α = 0.68).

3.3.2. Night-Time Technology Use

Five items were created for this study to assess participants’ reports of their typical technology use at bedtime in the initial, entry survey. Participants indicated whether or not (i.e., indicated yes = 1 or no = 0) they usually “fall asleep at night looking at a screen (or right after looking at a screen while still in bed) of some sort (e.g., TV, laptop, cell phone, iPod, etc.),” “use your cell phone as an alarm clock,” “silence your phone when you sleep (reverse coded),” “check your cell phone in the middle of the night” and “receive instant notifications on your cell phone (for email, texts, apps, etc...) in general?”

3.3.3. Hours of Sleep

Hours of sleep was a significant control variable in the models. Participants were asked in the diary logs the two days of their saliva collections how many hours of sleep they got the night before. The two evenings were averaged.

3.3.4. Physiological Measures

IL6 was measured with the wake-up saliva on day two of the collection. For cortisol, the average across each of the time points for the two collection days was calculated. CAR was measured as the “30 min after waking up score” minus the “wakeup score.” The diurnal rhythm of cortisol was assessed across the four time points (wake up, 30 min after waking up, noon, and bedtime—coded 0, 1, 2, 3)
4. Results

Means and standard deviations for the variables are provided in Table 1. On average, the parents and adolescents reported moderate levels of technology and media use. Facebook networks averaged between “51–100” to “101–175” friends. Most notably, mothers reported using email and Facebook more than fathers and adolescents and had a larger friendship network on Facebook. Fifty-eight percent (n = 36) of adolescents, forty-eight percent (n = 30) of fathers, and eighty-five percent (n = 53) of mothers indicated they had a Facebook account. The cortisol and IL6 scores were positively skewed and were transformed with a natural log transformation. Multilevel modeling (using SPSS MIXED) with a random intercept was used to account for the nested nature of the data and the growth curve for the diurnal rhythm of cortisol. This statistical approach allowed for a detailed analysis of the effects of variables at the level of the individual family member (father, mother, adolescent—level 1), nested within a family (level 2). For each outcome, we first tested an unconditional or intercepts only model to obtain an estimate of the intraclass correlation (ICC). If there was significant variance in the outcome variable, we then proceeded to build the models by first testing control variables and their interaction with family role. Numerous control variables were examined (e.g., caffeine intake, number of children’s activities, number of hours working, mental health, income, education), but the only one that was significant was participants’ averaged hours of sleep the nights before their saliva collections. Therefore, this was the only control variable included in the models. Finally, predictor variables were entered, and interactions with family role were tested.

Separate intercepts for mothers and fathers were created by inserting dummy codes for mothers and fathers into the model instead of including a traditional intercept. The adolescent was the omitted group in the dummy coding. The models were then run again, making mothers the omitted group to determine all possible combinations of results for family role. After these analyses were complete, mothers, fathers and adolescents were then combined into one variable with the intercept included in the fixed effect (and the random effect for the growth curve models). For the growth curve models, separate slopes for mothers, fathers, and children were also created by crossing them with time. The predictors were grand mean centered.

4.1. Results for CAR

In the final model for email use and CAR, there was a significant interaction for email use and fathers when compared to mothers (B = 0.01, 95%CI [0.00, 0.02], t(102.47) = 2.24, p < 0.05, no significant interaction for email use and mothers when compared to adolescents B = -0.01, 95%CI [-0.02, 0.01], t(61.26) = -0.67, ns, or email use for fathers when compared to adolescents B = 0.01, 95%CI [-0.04, 0.02], t(59.15) = 1.25, ns. This indicates that after controlling for the average number of hours slept at night, fathers who reported greater email use had a greater rise in their CAR compared to mothers. The random intercept variance remained significant in the models, Var = 0.25−26, p < 0.01. The test for whether these family roles and email use were significantly different from each other was not significant B = 0.007, 95%CI [-0.007, 0.008], t(101.28) = 0.20, ns.

In the final model for phone use and CAR, there were no significant interaction for phone use and fathers when compared to mothers B = 0.004, 95%CI [-0.01, 0.01], (95.45) = 0.06, ns, no significant interaction for phone use and mothers compared to adolescents B = -0.005, 95%CI [-0.02, 0.01], t(60.54) = -0.61, ns, and no significant interaction for phone use for fathers compared to adolescents B = -0.01, 95%CI [-0.02, 0.003], t(108.39) = -1.43, ns. However, there was a main effect for adolescents for phone use at p = 0.05, B = 0.01, 95%CI [-0.0003, 0.02], t(59.94) = 1.95, indicating that (controlling for sleep) as adolescents increased their phone use, it corresponded with a slight rise in CAR. The random intercept variance was significant, Var = 0.22−0.24, p < 0.05.

In the final model for general media use and CAR, there was a significant interaction for general media use for fathers when compared to adolescents B = -0.02, 95%CI [-0.03, 0.002], t(110.82) = -2.31, p < 0.05, a significant interaction for general media use for mothers compared to adolescents B = -0.02, 95%CI [-0.03, -0.001], t(104.40) = -2.02, p < 0.05, but no significant interaction for general media use for fathers compared to mothers B = -0.001, 95%CI [-0.02, 0.01], t(104.85) = -0.13, ns. This indicates that after controlling for the number of hours slept at night, adolescents who reported greater general media use had a greater rise in their CAR compared to mothers and fathers. There was also a main effect for adolescents for general use B = 0.09, 95%CI [0.002, 0.17], t(59.49) = 2.04, p < 0.05, suggesting that as adolescents increased their general media use, it corresponded with a rise in CAR. The random intercept variance was significant, Var = 0.27−29, p < 0.001. The test for whether these family roles were significantly different from each other was significant B = -0.01, 95%CI [-0.02, -0.03], t(127.91) = -2.65, p < 0.01.

In the final model for Facebook use and CAR, there was a significant interaction for Facebook and mothers compared to adolescents B = -0.02, 95%CI [-0.04, -0.01], t(84.16) = 2.70, p < 0.01, but no significant interaction for Facebook and fathers compared to adolescents B = -0.01, 95%CI [-0.03, 0.002], t(96.13) = 1.65, ns, and no significant interaction for Facebook for fathers compared to mothers B = 0.01, 95%CI [-0.01, 0.03], t(92.46) = 1.17, ns. This indicates that after controlling for the number of hours slept at night, adolescents who reported greater Facebook use had a greater rise in their CAR compared to mothers. There was also a main effect for adolescents for Facebook B = 0.01, 95%CI [0.002, 0.02], t(58.45) = 2.49, p < 0.05, suggesting that (controlling for sleep), as adolescents increased their Facebook use, it corresponded with a rise in CAR. The random intercept variance was significant, Var = 0.27, p < 0.01. The test for whether these family roles were significantly different from each other was significant B = -0.01, 95%CI [-0.02, -0.009], t(142.02) = -2.20, p < 0.05.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Mothers</th>
<th>Fathers</th>
<th>Adolescent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Hours Slept</td>
<td>6.99a</td>
<td>0.87</td>
<td>6.67b</td>
</tr>
<tr>
<td>Email Use</td>
<td>5.25ab</td>
<td>1.64</td>
<td>4.35bc</td>
</tr>
<tr>
<td>Phone Use</td>
<td>4.02</td>
<td>1.28</td>
<td>3.72a</td>
</tr>
<tr>
<td>General Media Use</td>
<td>2.63a</td>
<td>1.11</td>
<td>2.66b</td>
</tr>
<tr>
<td>Social Media</td>
<td>3.56a</td>
<td>1.54</td>
<td>2.41ab</td>
</tr>
<tr>
<td>Facebook</td>
<td>2.54ab</td>
<td>0.93</td>
<td>2.17b</td>
</tr>
<tr>
<td>IL6</td>
<td>28.11</td>
<td>26.00</td>
<td>48.78</td>
</tr>
<tr>
<td>CAR</td>
<td>0.16+</td>
<td>0.10</td>
<td>0.10+</td>
</tr>
<tr>
<td>Cortisol Wake</td>
<td>0.29</td>
<td>0.12</td>
<td>0.29</td>
</tr>
<tr>
<td>Cortisol 30 Min after Wake</td>
<td>0.45</td>
<td>0.22</td>
<td>0.39a</td>
</tr>
<tr>
<td>Cortisol Noon</td>
<td>0.11a</td>
<td>0.07</td>
<td>0.14</td>
</tr>
<tr>
<td>Cortisol Bedtime</td>
<td>0.08</td>
<td>0.10</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Note: IL6 and Cortisol scores are the raw scores before being transformed. Scale anchors for email use to social media range from 1–8 [1 (never), 2 (once this past week), 3 (several times this past week), 4 (once a day), 5 (several times a day), 6 (once an hour), 7 (several times an hour, and 8 (always)]. The specific “Facebook” scale asked participants about their network on Facebook a scale from 0 (none) to 8 (751 or more) (e.g., “How many total friends do you have on Facebook, including friends you may not know?” “How many Facebook friends do you know in person?” Facebook networks averaged between “51–100” to “101–175” friends). Corresponding letters across rows indicate significant differences between family members for that variable at a minimum of p < 0.05. ÷p < 0.10.
In the final model for social media use and CAR, there were no significant interaction for social media use and fathers when compared to mothers $B = 0.003$, $95\% CI [-0.01, 0.01]$, $t(99.81) = 0.51$, $ns$, no significant interaction for social media use and mothers compared to adolescents $B = -0.006$, $95\% CI [-0.01, 0.006]$, $t(108.04) = -1.00$, $ns$, and no significant interaction for social media use for fathers compared to adolescents $B = -0.003$, $95\% CI [-0.01, 0.008]$, $t(105.89) = -0.49$, $ns$. The random intercept variance was significant, $Var = 0.23-25$, $p < 0.01$.

4.2. Results for IL-6

In the final model for email use and IL-6, there was no significant interaction for email use for fathers compared to mothers $B = 0.09$, $95\% CI [-0.03, 0.20]$, $t(103.32) = 1.51$, $ns$, no significant interaction for email use for mothers compared to adolescents $B = 0.0007$, $95\% CI [-0.13, 0.13]$, $t(88.01) = 0.01$, $ns$, or email use for fathers compared to adolescents $B = 0.10$, $95\% CI [-0.05, 0.24]$, $t(101.16) = 1.40$, $ns$. However, there was a main effect for fathers and email use, indicating that (controlling for sleep) the more fathers used their email, the more their IL-6 increased. The random intercept variance was not significant, $Var = 0.05$, $ns$.

In the final model for phone use and IL-6, there was a significant interaction for phone use for fathers compared to adolescents $B = 0.18$, $95\% CI [0.01, 0.34]$, $t(103.86) = 2.15$, $p < 0.05$, no significant interactions for phone use for mothers compared to adolescents $B = -0.03$, $95\% CI [-0.12, 0.19]$, $t(94.70) = 0.44$, $ns$, and the interaction for phone use for fathers compared to mothers was approaching significance $B = -0.13$, $95\% CI [-0.06, 0.28]$, $t(95.31) = 1.90$, $p = 0.06$. After controlling for sleep, adolescents who reported greater phone use had a greater increase in their IL-6 compared to fathers. Fathers who also reported greater phone use had a slightly greater increase in their IL-6 compared to mothers. The random intercept variance was not significant, $Var = 0.07$, $ns$. The test for whether these family roles were significantly different than each other was not significant $B = 0.05$, $95\% CI [-0.04, 0.15]$, $t(93.74) = 1.01$, $ns$.

In the final model for general media use and IL-6, there was no significant interaction for general media use for fathers when compared to mothers $B = 0.07$, $95\% CI [-0.10, 0.25]$, $t(103.21) = 0.86$, $ns$, no significant interaction for general media use and mothers when compared to adolescents $B = 0.04$, $95\% CI [-0.13, 0.22]$, $t(95.81) = 0.47$, $ns$, and no significant interaction for general media use and fathers when compared to adolescents $B = 0.13$, $95\% CI [-0.07, 0.32]$, $t(105.93) = 1.26$, $ns$. Therefore, there were no significant effects for general media use on IL-6. The random intercept variance was not significant, $Var = 0.03$, $ns$.

In the final model for Facebook use and IL-6, there was a significant interaction for Facebook for mothers compared to adolescents $B = -0.16$, $95\% CI [-0.32, 0.006]$, $t(108.88) = -2.06$, $p < 0.05$, an interaction for Facebook and fathers compared to adolescents that was approaching significance $B = -0.15$, $95\% CI [-0.32, 0.03]$, $t(91.14) = 1.68$, $p = 0.09$, but no significant interaction for Facebook for fathers compared to mothers $B = -0.03$, $95\% CI [-0.22, 0.15]$, $t(91.77) = -0.36$, $ns$. This indicates that after controlling for the number of hours spent at night, adolescents who reported greater Facebook use had a greater increase in their IL-6 compared to mothers and fathers. There was also a main effect for adolescents for Facebook $B = 0.12$, $95\% CI [0.01, 0.23]$, $t(54.21) = 2.25$, $p < 0.05$, suggesting that (controlling for sleep) as adolescents increased their Facebook use, it corresponded with an increase in IL-6. The random intercept variance was not significant, $Var = 0.09-0.13$, $ns$. The test for whether these family roles were significantly different than each other was significant $B = -0.11$, $95\% CI [-0.21, -01]$, $t(134.98) = 2.35$, $p < 0.05$.

In the final model for social media use and IL-6, there was no significant interaction for social media use for fathers when compared to mothers $B = 0.03$, $95\% CI [-0.10, 0.16]$, $t(96.61) = 0.40$, $ns$, no significant interaction for social media use and mothers when compared to adolescents $B = -0.04$, $95\% CI [-0.17, 0.08]$, $t(100.39) = -0.69$, $ns$, and no significant interaction for social media use and fathers when compared to adolescents $B = 0.002$, $95\% CI [-0.14, 0.14]$, $t(106.93) = 0.03$, $ns$. Therefore, there were no significant effects for social media use on IL-6. The random intercept variance was not significant, $Var = 0.04-0.05$, $ns$.

4.3. Results for CAR and nighttime technology use and general media use

The results also revealed a significant three-way interaction for general media use, night time technology use and fathers compared to adolescents $B = -0.01$, $95\% CI [-0.02, -0.006]$, $t(54.42) = -2.06$, $p < 0.05$, but no significant interaction for general media use, night time technology use and mothers compared to adolescents $B = 0.003$, $95\% CI [-0.009, 0.02]$, $t(57.86) = 0.49$, $ns$. The three-way interaction for general media use, night time technology use and fathers compared to mothers was approaching significance $B = -0.01$, $95\% CI [-0.03, 0.001]$, $t(105.10) = -1.83$, $p = 0.07$. The random intercept variance remained significant in the final models, $Var = 0.26-0.27$, $p < 0.01$. Follow-up regression analyses, controlling for sleep, were then conducted to examine the nature of the association between general media use and CAR for fathers, mothers, and adolescents. Night time use was broken up into low and high levels based upon a mean split of the data. These analyses revealed the when night time technology use was high, general media use was associated with a significant rise in CAR for adolescents, $\beta = 0.34$, $t = 2.39$, $p < 0.05$, but a significant and sharp decrease in CAR for fathers, $\beta = -0.72$, $t = -2.73$, $p < 0.05$, and no significant association for mothers, $\beta = 0.06$, $t = 0.25$, $ns$. The associations between general media use and CAR for adolescents, $\beta = -0.16$, $t = -0.56$, $ns$, fathers $\beta = -0.06$, $t = 0.42$, $ns$, and mothers $\beta = -0.02$, $t = -0.10$, $ns$, were not statistically significant when night time use was low.

4.4. Results for diurnal rhythm

The results for the unconditional growth curve model indicated that there was not sufficient variance across family members' cortisol over time. Adding in technology as predictors also showed a lack of convergence, suggesting that there was not enough difference or change in the family members' diurnal rhythms.

5. Discussion

This study examined the physiological consequences of technology use in fast-paced families. Few studies have tested how technology use is associated with people’s biological stress markers (i.e., cortisol) (for exceptions, see Brom et al., 2014; Gentile, Bender, & Anderson, 2017; Heo et al., 2017; Morin-Major et al., 2016; Wallenius et al., 2010). To our knowledge, this is the first study to assess the association between technology use and inflammation. This study is also important in that it accounts for individual family members’ technology use and biosocial markers as embedded within larger technology use within the family system. The results showed that technology affected family members differently, largely as a function of the types of technology used. The most evident finding was that technology had the greatest effect on adolescents’ CAR and IL-6 compared to mothers and fathers. Adolescents with higher phone use, greater general media exposure, and larger social network sizes via Facebook demonstrated a greater rise in their CAR and higher rates of IL-6.
Even though adolescents’ technology use was most connected to their biosocial stress markers, fathers were also affected. Fathers who reported greater phone use had a slightly greater increase in their IL-6 compared to mothers. Fathers who reported greater email use had a stronger rise in their CAR compared to mothers. In addition, the more that fathers used their email, the more they experienced an increase in their IL-6. Finally, when night time technology use was high, general media use was associated with a significant rise in CAR for adolescents, but a significant decrease in CAR for fathers. Technology use did not significantly affect cortisol diurnal rhythm nor did have any significant effect on mother’s biosocial stress markers.

5.1. Interpreting the physiological consequences of technology use

Overwhelmingly, technology use affected adolescents’ CAR more than their parents. Interestingly, this technology use did not influence any of the family members’ diurnal rhythms, but it influenced their CAR. Technology use alone was likely not powerful enough to significantly alter the slope of family members’ cortisol throughout the day, but it did affect their amount of cortisol production in the morning. Adolescents’ phone, general media use, and Facebook social network size resulted in a greater rise in CAR for adolescents than their parents. The only other significant predictor of a greater change in CAR for parents was for fathers, whose email use was also associated with higher CAR than mother’s email use.

Our results also revealed that when fathers used more general media throughout the day and more technology at bedtime, it diminished their CAR. But, the same pattern was predictive of a rise in CAR for adolescents. This finding might indicate that using technology right before bed and throughout the day could be making fathers experience symptoms that emulate depression, such as extreme fatigue. Adolescents, on the other hand, who engage in the same patterns may be feeling an increase in anxiety or stress. A rise in CAR is expected and healthy to combat daily stressors (Fries et al., 2009). Too high or too low of a CAR, however, is often predictive of poorer physical and mental health such as anxiety and depressive symptoms (Fries et al., 2009). Although the findings on CAR are still debated, acute or more moderate stress and anxiety is often predictive of a greater rise in CAR (Stetler & Miller, 2005), which could be one explanation for rise in CAR for the adolescents in our sample, whereas more severe and chronic stress can lead to a blunting of the CAR (Stetler & Miller, 2005), which might be indicative of fathers’ drop in cortisol after waking. These findings suggest that the physiological impacts of technology on families depends on who is using it, how it is used, and why it is used.

Unlike adults, adolescents have reported using an array of different types of social media, including Facebook. Adolescents use Facebook to keep up with social networks (Frison & Eggermont, 2016) and maintain a mediated social identity (Oeldorf-Hirsch, Birnholz, & Hancock, 2017). Defining their role in society and developing an identity are central goals at their age (boyd, 2015). But, this can produce social stress. Social stress is a pervasive and common type of stress for adolescents, which can have far reaching physiological effects (Finnel & Wood, 2016). Because of the continual access to others’ personal information, adolescents might become overwhelmed with managing the array of emotions from others’ lives, monitoring their place in their social network and experiencing social comparisons.

Our results suggest that the consequences of being “wired” not only influence CAR, but also extend to inflammation. Although no results were found for email and general media use for adolescents or parents, adolescents who reported greater phone use and Facebook use experienced greater IL-6. Pro-inflammatory cytokines, such as IL-6, have been associated with poorer physical and mental health in families (Graham et al., 2009). Overproduction of IL-6 has been correlated with cardiovascular disease, cancer, psychiatric disorders, and post-traumatic stress disorders (Carpenter et al., 2010; Cohen, Doyle, & Skoner, 1999). Given that this is only a one week study with families, however, additional research is necessary that can track adolescents’ technology use and its association with biosocial markers over the life course.

5.2. Affordances as a theoretical explanation

Even though we did not examine why family members used certain technology or media, the research on media affordances (Fox & Moreland, 2015; Rice et al., 2017; Treem & Leonardi, 2012, pp. 143–189) could shed light on our findings. Fathers were more affected physiologically by increased email use than mothers. Father’s email use may be bringing work into the home and thus introducing stress. However, adolescents’ physiology and technology use tells a different story. Even though adolescents were born with these technologies, overall media consumption generally appears to be more physiologically stressful for adolescents than their parents. Furthermore, not all media use had this effect. Unlike parents, adolescents were unaffected by email. One speculation for this is that email is not as important in adolescents’ lives, especially for maintaining their friendships, compared to other forms of technology. Moreover, Facebook social network size, rather than social media use in general, had an effect on CAR and IL-6 for adolescents. These findings seem to indicate that it is the reason for technology use above and beyond technology use itself, which has an effect on physiological stress.

These findings contribute to developing theoretical models of technology effects, such as the affordances framework. For instance, the mobility of devices (i.e., portability) may extend fathers’ capacity to engage in work related media such as email, but this affordance of availability and accessibility might diminish work-home boundaries and facilitate communication overload (Jarvenpaa & Lang, 2005; Reinecke et al., 2016; Schrock, 2015). This perspective could be applied to the other family members. Mothers’ CAR and IL6 were not significantly affected by technology use, which could indicate that they are better adapted to the volume of communication that technology have facilitated than fathers and adolescents. This requires further investigation. Yet, the role of portability might also explain the greater physiological effects experienced by adolescents compared to parents, especially as it relates to social network sizes via Facebook (Morin-Major et al., 2016; Schrock, 2015). Adolescents’ social networks might increase the number of relationships they have beyond a size that is perhaps maintainable. This supports other findings that demonstrate that people sometimes experience fatigue and stress because of SNS (Fox & Moreland, 2015; Lee et al., 2016).

Adolescents who are in the process of exploring and developing their social environment and identity might also be affected by the content afforded by technology, such as the increased capacity for selective self-presentation (Rice et al., 2017). Selective self-presentation may combine with other affordances, such as increased access and visibility in one’s social network, to facilitate social comparison. Content can be selectively chosen to enhance self-presentation, creating perceptions that one’s peers are happier, more social, and more attractive. Through social comparisons, adolescents can experience sensations of loneliness (Best, Manktelow, & Taylor, 2014), dissatisfaction (Tiggesmann & Slater, 2013) and anxiety such as FOMO (Rosen et al., 2013a). The communication within social networks could facilitate adolescents’ social stress by creating unachievable norms that precipitate adolescent’s feelings of inadequacy.
Similarly, the content of social network messages could produce stress by facilitating emotional contagion (Fox & Moreland, 2015). Hancock, Gee, Ciacci, and Lin (2008) found that the emotional content of the messages shared by people's social networks influence the mood of messages that people share. This might be especially true of adolescents who are exploring social networks, experiencing hormonal changes, and facing the challenges of school and peers as they prepare for college and enter their first romantic relationships (boyd, 2015). Peer networks’ message content might also encourage negative affect and increase adolescents’ stress.

5.3. Final thoughts

The findings of the current study must be set within its limitations. Because of the intensity and cost of the data collection, the sample included a small group of families from the Midwest. Our findings need to be tested with a larger sample and in more diverse parts of the United States, and the globe more broadly. Because the current sample is not randomly generated, we cannot generalize our findings within or outside the United States. Different effects of technology and media use on diurnal rhythm might be realized with a larger, randomly selected, international sample and one that is collected over a longer period of time. In addition, our sample size might have also affected our power to detect significant differences. We decided to continue to report findings that were approaching significance (p < 0.10) given that significance levels are arbitrarily created by researchers, are likely a reflection of sample size, and are of practical and theoretical importance. We were also unable to examine differences in technology/media use and biosocial markers for boys and girls because of our limited sample size. However, this is an important direction for future research given that research suggests that technology and media use and decision making often differ depending upon the sex and age of the adolescent (e.g., Fedorowicz, Vilvovsky, & Golibersuch, 2010).

Finally, although different technology and media uses were compared in this study, the reasons for using these technologies are similar, and researchers might compare its in a fast-paced world.
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