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Fig. 1.  Starting from the top, each row illustrates samples from subsets 1, 2, 3, 4, and 5, respectively. 

 

Fig. 2. Different face recognition results with different SVM Key function variances 0.01, 0.025, 0.05, 0.075 and 0.1, respectively. 

For a comprehensive comparison of the recognition performance with different SVM kernel function variances, extensive 

verification experiments were conducted. Different face recognition results are showed in Fig. 2. Face recognition profiles for 

various degree of SVM kernel function variances on the scale [0.01, 0.1] show an excellent performance index for the proposed 

 

https://freepaper.me/t/497352 خودت ترجمه کن : 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

IPCA approach. With the increasing SVM kernel function variances, the proposed approach shows good recognition rate as 

82.71% compared to PCA. Specifically with 0.1 SVM kernel function variance, the proposed IPCA approach achieves an equal 

recognition rate of 82.71% comprehensively beating PCA recognition rate by 3.04%. Shown form experiment results, the face 

recognition rate will increase as the kernel parameter of SVM increases.  

 

Fig. 3.  Face recognition results with LRC 

    The experiment results of three recognition methods are shown in Fig.3. The diagram shows an excellent performance index for the 

proposed LRC. With the increasing training classes, LRC shows good average recognition rate as 98.29% compared to PCA and IPCA. With the 

increase of training classes, the face recognition rate of PCA and IPCA declined suddenly, however, the recognition rate of LRC changed little, 

and the recognition rate remained above 97.38%. 

4.1.2 Evaluation Protocol 2 

   In evaluation Protocol 2, robust facial expression recognition experiments were performed on subsets1 of Yale B database. 

152 facial expressions images of 38 people (4 images per person) were chose from subset 1. (as shown in Figure 4, left to right 

are happy, sad, surprised, normal) [41]. For different facial expressions, the recognition results are shown in table 1. 

 

                               Fig. 4. Facial expression of Yale B database      

Table 1 shows the facial expression recognition results on Yale B database. From the table we can see that, although the two 

different facial expressions, that is normal and sad, IPCA_SVM obtained an average recognition rate of 87.8%, which is not very 

high, but in four different expressions on the average recognition rate is 89.3% using our method, beat other methods 

PCA_NEAR [42] , FLD_NEAR [43] , PCA_SVM [44] by a large margin. 
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Table 1.  Recognition results of different approaches for Yale B Database 

 

  

  

                     

 

 

4.2 CMU_PIE Database 

Extensive experiments were conducted on CMU-PIE database. We randomly selected a subset of database consisting of 65 

subjects with 21 illumination variations per subject [45], all images are resized to 64*64. Fig. 5 represents 21 different alterations 

for a typical subject. We followed two experimental setups as proposed in the first set of experiments where the system is trained 

using images with near frontal lighting and validation is conducted across the whole database. 

Expression 
Classifier 

PCA_NEAR FLD_NEAR PCA_SVM IPCA_SVM 

happy 66.7% 73.3% 80.0% 85.6% 

normal 73.3% 73.3% 80.0% 82.3% 

sad 80.0% 86.7% 86.7% 93.3% 

surprised 73.3% 80.0% 86.7% 95.8% 

average 73.3% 78.3% 83.4% 89.3% 
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Fig. 5. Different face recognition results with different SVM Key function variances 0.01, 0.025, 0.05, 0.075 and 0.1, respectively. 

 For a comprehensive comparison of the recognition performance with different SVM kernel function variances, extensive 

verification experiments were conducted. Different face recognition results are showed in Fig. 5. Face recognition profiles for 

various degree of SVM kernel function variances on the scale [0.01, 0.1] show an excellent performance index for the proposed 

IPCA approach. With the increasing SVM kernel function variances, the proposed approach shows good recognition rate as 

97.88% compared to PCA. Specifically with 0.05 SVM kernel function variance, the proposed IPCA approach achieves an equal 

recognition rate of 96.82% comprehensively beating PCA recognition rate by 96.7%. Shown form experiments results, the face 

recognition rate will increase as the kernel parameter of SVM increases.  
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Fig. 6.  face recognition results with LRC 

The experiment results of three recognition methods are shown in Fig.6. The diagram shows an excellent performance index 

for the proposed LRC. With training classes increase, LRC shows a good average recognition rate as 98.9% compared to PCA 

and IPCA, while the face recognition rate of PCA and IPCA declined suddenly, however, the recognition rate of LRC changed 

little, and the recognition rate remained above 98.5%. 

4.3 JAFFE Database 

JAFFE Database are consisted of 165 pieces of 320×243 gray images. There are 7 kinds of Japanese women's facial 

expressions in the JAFFE database (as shown in Figure 7, due to the left to right are angry, disgusted, fearful, happy, normal, sad, 

surprised) [46]. We chose 120 images of all 10 database objects in the Japanese LAFFE facial expression database, which 

includes 7 kinds of facial expressions (angry, disgusted, terrified, happy, sad, surprised and normal). The database has been often 

used as a test database for the validation of face expression recognition algorithms. All results of experiments are shown in Table 

2. 

                 

                              Fig. 7.  Facial expression of JAFFE database 

Table 2.  Expression recognition results of different approaches for JAFFE Database 
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Table 2 shows the recognition results on 

Japan JAFFE facial expression image, the average recognition rate of IPCA_SVM reached to 90.7%. In particular, for three kinds 

of facial expressions, such as anger, happiness and surprise, our method achieves an average recognition rate of 93.7%, far higher 

than other methods. This shows that IPCA_SVM expression recognition method is more effective than PCA_NEAR [42] , 

FLD_NEAR [43] and PCA_SVM [44], and obtain a satisfactory overall performance.  

4.4 Evaluation of the algorithm efficiency 

     We compared IPCA_LRC with other methods in computational time on Yale B database and CMU_PIE Database. The 

results are given in Fig.8, which shows the average computational time of three algorithm on two testing database. We compute 

the recognition time based on PCA_SVM, IPCA_SVM and LRC.  

         

Fig.8.   Recognition time of different approaches  

Expression 
Classifier 

PCA_NEAR FLD_NEAR PCA_SVM IPCA_SVM 

Angry 73.3% 80.0% 83.5% 88.7% 

Disgusted 83.3% 83.3% 87.9% 89.6% 

Terrified 76.7% 86.7% 85.7% 87.4% 

Happy 84.6% 87.9% 88.9% 93.6% 

Normal 74.6% 81.2% 85.6% 87.8% 

Sad 78.1% 79.6% 80.2% 88.9% 

Surprised 83.3% 86.7% 85,8% 98.6% 

Average 79.1% 83.6% 85.4% 90.7% 
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   The experiment results of three recognition time are shown in Fig.8. The diagram shows the recognition time used in the 3 

experimental methods. As can be seen from the fig.8, with the increase of training category, the time of LRC algorithm is little 

changed, and the average time is the least in the 3 algorithms.  

5. Conclusion 

   In this paper, a new robust face recognition algorithm based on robust estimation method is proposed. The comprehensive 

comparison with the state-of-art robust approaches indicates a comparable performance index for the proposed approach. 

Specifically, the challenges of varying facial expressions recognition are addressed. On the Yale B database and CMU_PIE 

database, the algorithms have achieved very good recognition effect. In addition, our report on the JAFFE face database also 

showed a good recognition performance. The proposed IPCA algorithm also reveals a number of interesting outcomes. Apart 

from the LRC approach for face recognition in the presence of noise, the LRC approach yields high recognition accuracy rate 

without image preprocessing. The LRC method comprehensively outperformed the benchmark method by different face patterns 

and the recognition rate reached a surprising 98.5%. Classifier LRC method is also very effective in the identification of face 

expressions. In this research, IPCA is used to extract facial expressions, SVM and LRC is used to realize pattern classification. 

The experimental results on Yale, CMU_PIE and JAFFE databases show that IPCA and LRC recognition algorithms are reliable 

and effective. 

However, the LRC algorithm has not yet been shown to be effective in the case of severe lighting and random pixel 

corruption. In the future we will consider the construction of a hierarchical face recognition system without constraints, and try to 

solve the serious pollution problem in face recognition, such as noise interference and continuous occlusion existed in the 

practical situation.    
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