Evaluation of a novel fuzzy sequential pattern recognition tool (fuzzy elastic matching machine) and its applications in speech and handwriting recognition
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A B S T R A C T

Sequential pattern recognition has long been an important topic of soft computing research with a wide area of applications including speech and handwriting recognition. In this paper, the performance of a novel fuzzy sequential pattern recognition tool named "Fuzzy Elastic Matching Machine" has been investigated. This tool overcomes the shortcomings of the HMM including its inflexible mathematical structure and inconsistent mathematical assumptions with imprecise input data. To do so, "Fuzzy Elastic Pattern" was introduced as the basic element of FEMM. It models the elasticity property of input data using fuzzy vectors. A sequential pattern such as a word in speech or a piece of writing is treated as a sequence of parts in which each part has an elastic nature (i.e. can skew or stretch depending on the speaker/writer’s style). To present FEMM as a sequential pattern recognition tool, three basic problems, including evaluation, assignment, and training problems, were defined and their solutions were presented for FEMMs. Finally, we implemented FEMM for speech and handwriting recognition on some large databases including TIMIT database and Dr. Kabir’s Persian handwriting database. In speech recognition, FEMM achieved 71% and 75.5% recognition rates in phone and word recognition, respectively. Also, 75.9% recognition accuracy was obtained in Persian handwriting recognition. The results indicated 18.2% higher recognition speed and 9–16% more immunity to noise in speech recognition in addition to 5% higher recognition rate in handwriting recognition compared to the HMM.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Sequential data often emerge in the measurement of time series, e.g. the acoustic features at the time frames of speech signals [1] and kinematic and biological signals in human movements [2]. Hence, sequential pattern recognition is increasingly used in many data analysis fields such as handwriting recognition [3,4], speech recognition [5,6], activity recognition [7,8], and gesture recognition [2]. In this approach, sequences of information are utilized in decision-making [9]. Sequential pattern recognition in time-series information matches the input data with a pattern, both of which being sequences of information. However, inequality in the length of sequences between the input data and the pattern is a typical problem. Studies in 1960s showed that an appropriate pattern recognition tool should be developed to overcome this problem in speech recognition [10]. One of the main solutions to this problem is the “time-wrapping” idea, presented by Vintsyk [11]. He showed how dynamic programming can be used to find the best assignment between two sequences. In 1970s and 1980s, many researchers proposed various models that mostly included modeling of acoustic information in a network with some finite states, deriving the stochastic information of acoustic features and comparing them with the input signal using the dynamic time-wrapping method [12]. Some examples of these works can be seen in [13–16]. The most well-known method in this field is Hidden Markov Model (HMM) [17]. The capabilities of the HMM such as the ability to match with stochastic sequential time series and suitable training algorithms have made it a pervasive tool in speech recognition. Since mid-1990s, the HMM has been a dominant method in handwriting and speech recognition [18]. Besides, many researchers have demonstrated its superiority to short time classifiers such as MLP [19] and SVM [8].

Despite the powerful mathematical modeling of the HMMs, the main criticisms about them fall into two categories: 1) limitations due to the selected mathematical modeling assumptions. One of these assumptions is that the state duration in the HMM is...
Fig. 1. Four samples that show a pattern. In the sequential approach, each sample is segmented into three segments. Each segment has specific features with an elastic nature. An appropriate sequential data model should describe the pattern according to these samples. Also, it should measure the similarity between the input data and this pattern.

implicitly a geometric distribution [20]. Consequently, the HMM is incapable of accommodating many important facets of the speech pattern structure [21]; 2) its inflexible mathematical structure, which is inconsistent with the imprecise nature of handwritten and speech data.

The main solution to the first problem is modeling the state duration explicitly using a state duration probability density. These works are referred to in the literature as the “Segmental Hidden Markov Model” [22] or “Hidden Semi-Markov Model” [20]. In addition, state duration modeling has been proven to be effective in the extensions of the HMMs such as Bayesian non-parametric HSMM [23] or explicit duration switch HMMs [24]. Although modeling the state duration has mostly yielded better recognition rates, more computational complexity is the main problem of standard HSMMs [25,26].

The major solution to the second problem is combining the HMM with fuzzy modeling in order to reduce its sensitivity to changes (e.g. different handwriting/speech styles) and to improve recognition performance in the presence of noise [27,28]. Tseng combined fuzzy vector quantization with HMMs (FVQ/HMM), thereby improving the recognition performance [29]. Besides, some researchers have attempted to express the elements of the HMM and extend Baum-Welch and Viterbi algorithms with Type1 [30] or Type2 [28] Fuzzy sets. In the same manner, Cheok proposed the generalized fuzzy HMM and showed that, compared to the HMM, this method can achieve the same recognition rate faster [31]. Due to the success of fuzzy HMM, it has been implemented in many applications [32–34]. Nevertheless, elasticity should be considered in fuzzy-based methods in order to deal with large and long datasets of imprecise speech and handwritten data. Elasticity is an inherent property of speech and handwritten data, which means that a part of the input data can stretch or skew based on the speaker/writer’s style [35]. According to the authors’ knowledge, no fuzzy sequential pattern recognition tool that can successfully handle the elasticity property in speech or handwritten data has been presented yet.

The goal of this paper was to present a fuzzy sequential pattern recognition tool which considers the elasticity property of input data. Unlike most studies that tried to improve the performance of the HMM by changing its structure or combining it with other methods [20–31], we focused on the definition of the basic element of a sequential pattern recognition tool using fuzzy elastic pattern. Since this tool is designed to compare and match input data with the fuzzy elastic pattern, it is called “Fuzzy Elastic Matching Machine” (FEMM).

The rest of this paper is organized as follows: In the second section, fuzzy elastic pattern is presented and its adequacy as an appropriate sequential data model is investigated. The third section is devoted to the introduction of FEMM and its basic elements. To make FEMMs applicable in pattern recognition problems, three basic problems with their solutions are presented for FEMMs in the fourth section. The fifth section discusses the results of implementing FEMM for speech and Persian handwriting recognition. The results and efficiency of FEMM are discussed in the sixth section. Finally, in the seventh section, we draw conclusions and future works are explained briefly.

2. Definition of fuzzy elastic pattern

Fig. 1 demonstrates four samples of a pattern that we modeled using the sequential approach. In this approach, the samples are segmented into three segments that come in a sequence, as shown in Fig. 1. With regard to these samples, the requirements of an appropriate sequential data model are enumerated below. Also, for recognition, the effective elements in measuring the degree of similarity between the input data and the pattern are indicated. First, the features of each segment should be described and the similarity
between the input data and the pattern descriptor of each segment should be measured.

Since writers have various writing styles, the pattern descriptor must deal with differences between a writer’s style and the defined pattern [35]. Second, although all these samples show the same pattern, each segment has been written with a different length in each sample, indicating the elastic nature of the pattern. Thus, the duration range of each segment should be considered in the modeling of the pattern and similarity measurement. Thirdly, the sequence of segments \( (1 \rightarrow 2 \rightarrow 3) \) is the same in all the samples, which makes this pattern distinct from others. Therefore, the defined order of the segments should be involved in the procedure of similarity measurement which, in turn, requires an appropriate algorithm for the assignment of the sequence of input data to the segments.

To satisfy these requirements, the elastic pattern is defined as a sequential data model as follows: An elastic pattern is a sequence of several segments in which the length of each segment can skew or sketch in a specific region. The members of each segment have similar features. Each segment is described by a duplex with its first element describing its features, depending on the topic of the problem at hand, which satisfies the first requirement. The second element is used for describing the duration of the segment in the sequence. Thus, the second requirement would be satisfied. If these elements are described with the fuzzy set theory, the corresponding model is called the “Fuzzy Elastic Pattern” [36]. Consequently, the problem of differences between a writer’s style and the pattern would be addressed due to the fuzziness of this model. For compatibility with the structure of the HMM, each segment is called a “state”.

The satisfaction of the third requirement lies in the procedure of computing the degree of similarity between the input data and a fuzzy elastic pattern. In this procedure, at first the observation sequence of input data should be assigned to the states of the fuzzy elastic pattern, which is explained in detail in Section 4.2.2. Following this step, the degree of similarity is computed according to the membership values of the observations belonging to the fuzzy sets, describing the features and duration of each state. An example of the state assignment for six frames of an observation sequence is illustrated in Fig. 2. Based on this Figure, frames \( t, t+1 \) and \( t+2 \) of the observation sequence have been assigned to the \( \text{th} \) state. Frame \( t+3 \) has been assigned to the \( i+1 \)th and \( i+2 \)th states and the observation frames \( t+4 \) and \( t+5 \) have been assigned to the \( i+2 \)th state. In this assignment, the durations of the \( \text{th} \), \( i+1 \)th, and \( i+2 \)th states are three frames, half a frame, and two and a half frames, respectively.

To better understand this point, consider the following examples: An elastic pattern for describing a character in handwriting recognition consists of duplexes for each state in which the first element describes the angle of vectors constituting the character in that state, and the second element describes the ratio of the vectors in that state to the whole number of vectors. For instance, consider the “J” character as shown in Fig. 3. This character is segmented into three states according to the movement of hand while writing: top-to-bottom vectors (first state), right-to-left vectors (second state), and bottom-to-top vectors (third state). According to the definition of the elastic pattern, each state can skew or stretch depending on the writer’s style, and members of each state have a similar angle. Similarly, the elastic pattern of a word in speech signal consists of duplexes for each state in which the first element describes the acoustic features of that state based on the MFCC features and the second element describes the relative length of that state in the word. Examples of such descriptions can be seen in [29, 36] for speech recognition and in [35, 36] for handwriting recognition.

3. FEMM and its elements

According to the above definitions of fuzzy elastic pattern, FEMM is a Fuzzy sequential pattern recognition tool which compares and matches the input data with a fuzzy elastic pattern.

Basic elements of FEMM describe the pattern and duration of the states. A FEMM for matching the input data \((d\text{-dimensional observation vector}) (O)\) with a fuzzy elastic pattern with \(N\) states consists of the following two fuzzy vectors:

1. The fuzzy vector that describes the state duration \( D = \{D_i(t)\}_{i=1,2,\ldots,N} \) where \( D_i(t) \) is a fuzzy set for describing the duration of the \( i \)th state with \( t \) being between 0 and 1.
2. The Fuzzy vector that describes the features of the pattern \( P = \{P_m^m(O_d)\}_{m=1,2,\ldots,M} \), whereas \( 1, 2, \ldots, N, m = 1, 2, \ldots, M \) with \( M \) being the number of the membership functions of each fuzzy set. This vector is constituted by several fuzzy sets that describe the observation vector for each state. Each fuzzy set, containing \( M \) membership functions, describes a dimension of the \( d\)-dimensional observation vector. For compatibility with the structure of the HMM [17], each membership function is called a “mixture”. According to the above definition, \( P_m^m(O_d) \) is the \( m \)th mixture describing the \( d \)th dimension of the observation vector \( O \) associated with the \( i \)th state. To fix the ideas, consider the “J” character in Fig. 3. An example of the Fuzzy Vector \( P \) for describing the angle of vectors is constituted by three fuzzy sets, each belonging to one state, as shown in Fig. 4. Each fuzzy set contains three trapezoidal membership functions or mixtures.

The compact notation \( \lambda = (D, P) \) is used to show a FEMM. Fig. 5 illustrates the structure of a FEMM for matching an observation sequence with a fuzzy elastic pattern as explained above.
4. Three basic problems for FEMMs and their solutions

Since FEMMs are designed for sequential pattern recognition problems, the three basic problems of interest for a sequential pattern recognition such as the HMM [17] should be defined and solved for FEMMs as follows:

4.1. The three basic problems of FEMMs

Problem 1. Given the observation sequence \( O = \{ O_1, O_2, \ldots, O_T \} \), the FEMM \( \lambda = (D, P) \) and the assignment \( \langle S, E \rangle \) between the observations (Fig. 5), how do we compute \( \lambda (O, \langle S, E \rangle) \), the degree of membership of the observation sequence to the given FEMM? The solution to this problem allows us to choose the fuzzy elastic pat-
tern which best matches the observation among several competing fuzzy elastic patterns.

**Problem 2.** Given the observation sequence \( O = \{ O_1, O_2, \ldots, O_T \} \), and the FEMM \( = (D, P) \), how do we choose an optimal state sequence \( s_1, s_2, \ldots, s_T \) (i.e., maximizes \( \lambda(O) \))? The solution to this problem helps us find the optimal state sequence, especially in connected word recognition problems [17].

**Problem 3.** Given the observation sequence \( O = \{ O_1, O_2, \ldots, O_T \} \), labels set: \( C = \{ C_1, C_2, \ldots, C_T \} \), and the assignment function \( A \) from the observations to the \( \{1 \ldots n\} \) set in which each member of the observations is assigned to one and only one member from the labels set and the FEMM set \( \{ \lambda_1, \lambda_2, \ldots, \lambda_n \} \) in which \( \lambda_i = (D_i, P_i) \), how do we adjust the parameters of \( \lambda_i \) to maximize the following function?

\[
\sum_{i=1}^{T} [A(O_i) = \arg \max_{j=1 \ldots M} \lambda_j \langle O_i \rangle]
\]  

(1)

where \([\cdot]\) is an Iversonian bracket which returns 1 if the content is true and returns 0 if the content is false [37]. The solution to this problem leads to optimizing the parameters of FEMMs.

### 4.2. Solutions to the three basic problems of FEMMs

#### 4.2.1. Solution to the first problem

The degree of membership of the observation sequence \( O = \{ O_1, O_2, \ldots, O_T \} \), given the FEMM \( \lambda(D, P) \), is computed as follows:

At first, the degree of membership of an observation at the \( i \)th frame to the \( i \)th state of a FEMM should be defined. The degree of similarity between a \( d \)-dimensional observation vector at the \( i \)th frame \( \{ O_1^i, O_2^i, \ldots, O_d^i \} \) and the describing pattern of the \( i \)th state is defined based on the max-product composition with the aid of T-Norm as the multiplication operator and S-Norm as the adding operator [38] as follows:

\[
P_i(O_i) = \max_{j=1 \ldots M} \left( \Pi_{k=1 \ldots d} P_i^k \right)
\]  

(2)

Similar to the HMMs, the degree of membership of the segment of an observation sequence \( \{ O_1, O_2, \ldots, O_s \} \), which has been assigned to the \( i \)th state, is proportional to the multiplication of the degree of membership of each observation frame to the pattern descriptor of that state. The state duration should also be considered in this definition. Thus, the degree of membership is also defined as follows:

\[
P_i(\{ O_{S_i}, O_{E_i} \}) = \left( \prod_{i=S_i}^{E_i} P_i(O_i) \right) \times D_i(\Delta_t/L_s)
\]  

(3)

in which \( L_s \) is the length of the whole observation sequence and \( \Delta_t \) is the length of the observation segment which has been assigned to the \( i \)th state.

Finally, the degree of membership of the whole observation sequence to the FEMM \( \lambda(D, P) \) is computed as follows:

\[
\lambda(O_i, \{ S_i, E_i \}) = \prod_{i=1 \ldots n} P_i(\{ O_{S_i}, O_{E_i} \})
\]  

(4)

where \( O_{S_i} \) is the first observation frame that is assigned to the \( i \)th state and \( O_{E_i} \) is the last observation frame which is assigned to the \( i \)th state.

#### 4.2.2. Solution to the second problem

Finding the “optimal” assignment of an observation sequence to a FEMM is similar to the procedure used in the HMMs, utilizing the Viterbi algorithm. However, in simple HMMs, the state duration is not considered in the definition of the probability of an observation sequence to an HMM. Although the state duration has been modeled in the HSMMs, it led to complex relations [20]. In FEMMs, finding the optimal state assignment of a given observation sequence for each state involves the following two concepts simultaneously:

1) Degree of similarity between an observation sequence and the features of that state which is measured by the corresponding fuzzy sets \( P \) fuzzy vector).

2) State duration: the ratio of the length of an observation sequence assigned to a state to the length of the whole observation vector. The state duration is only considered at transition to the next state, which is measured by the corresponding fuzzy set \( D \) fuzzy vector).

To consider both concepts, instead of using the two-dimensional (2D) matrix in the Viterbi algorithm [17], a three-dimensional matrix (3D) is defined as follows: A 3D matrix \( V \) is defined to find the best state sequence, such that \( V(s, f, t) \) is the maximum membership value of an observation sequence \( O_1, O_2, \ldots, O_T \) from a single path from the first state to the \( t \)th state, such that \( t \% \) of the observation frames belong to the \( t \)th state up to the \( t \)th frame.

To retrieve the state sequence, a 3D matrix \( S \) is defined, such that \( S(s, f, t) \) is the previous state in which \( V(s, f, t) \) has been maximized for each \( f \) and \( t \).

The elements of the \( V \) matrix are computed using dynamic programming with an algorithm similar to the Viterbi algorithm which is used in the HMMs [17]. Consider the \( d \)-dimensional observation sequence with the length \( L \) as \( \{ O_1, O_2, \ldots, O_T \} \) where \( O_i = \{ O_1^i, O_2^i, \ldots, O_d^i \} \). The elements of the \( V \) and \( S \) matrices are initialized for the first frame and all the states as follows:

\[
V(s, 1, 1) = \left( \sum_{i=1}^{T} P_i(O_1) \times \prod_{j=1}^{T} D_i(1/L \times s), s > 1 \right)
\]  

(5)

The elements of the \( V \) and \( S \) matrices for other frames are computed by relations (6–8) in a recursive manner, depending on their corresponding assumed condition. Each of these relations computes new values for the elements of the \( V \) and \( S \) matrices for each triple \((s, f, t)\), where \( 1 < s < L - 1 \), \( 1 < s < N - 1 \), and the derived value is replaced if it is greater than the current \( V(s, f, t) \) value. These relations are as follows:

\[
V(s, f + 1, t + 1) = \left( \sum_{i=1}^{T} P_i(O_{f+1}) \times \prod_{j=1}^{T} D_i(1/L \times s), s > 1 \right)
\]  

(6)

\[
S(s, f + 1, t + 1) = s = S(s, f, t)
\]  

(7)

Relation (6) is used when it is assumed that a new frame is assigned to the current state; Relation (7) is employed when it is assumed that a new frame is assigned to the \( s + 1 \)th state up to the \( s \)th state; and Relation (8) is suitable for the situation when a new frame is assigned to the \( s \)th state up to the \( s + 1 \)th state.

Moreover, the \( S \) matrix is utilized to keep track of the path, such that \( S(s, f, t) \) records the state that has maximized \( V(s, f, t) \).
Finally, Relation (9) gives the degree of membership of the whole observation sequence to a FEMM as follows:

\[ P(O) = \max(V(N, I, t) \times D_N(t)) \]  

(9)

The algorithm of finding the best state assignment of an observation sequence to a FEMM based on the above relations is demonstrated below:

Algorithm: Finding the best state assignment between an observation sequence and a FEMM

Initialization:

1) Compute the elements of the V and PS matrices for all states and all the time slots at the first frame, using Relation (5).

Recursion:

2) For each frame, compute the elements of V and PS matrices for the next frame and all the states and all the time slots, with corresponding \( V(s, f, t) \) being nonzero as follows:

\begin{align*}
& \text{Compute the elements of } V(s, f, t) \text{ and } PS(s, f, t) \text{ matrices individually for Relations (6-8) and} \\
& \text{update } V(s, f, t) \text{ and } PS(s, f, t) \text{ if the derived value is greater than current } V(s, f, t) \text{ value (i.e.}\ \\
& \text{we have a higher degree of membership in that situation).}
\end{align*}

Termination:

3) For each frame f and each state s, beginning from the last frame and the last state, find the maximum degree of membership among all the time slots associated with the \((s, f)\) pair.

Find a path over all the frames using the fact that \(PS(s, f, argmax_s(V(s, f, t)))\) is the number of the state at the previous frame.

Compute the degree of membership of the whole observation sequence to FEMM using Relation (9).

The pseudo-code of this algorithm is presented in Appendix A.

Remark 1. In computing \( V(s, f, t) \), \( t \in [0, 1] \) for each pair \((s, f)\), \( t \) or time quantization slot can be any decimal number between \([0, 1]\). Although more time quantization slots let us enhance the modeling of the elastic nature of input data, it demands a large memory size and increases the computational burden, lowering the time and space efficacy of the algorithm. To solve this problem, the maximum number of time quantization slots is limited for each \((s, f)\) pair according to the “principle of incompatibility” [38]. To do so, a new value for \( V(s, f, t) \) is computed with relations (6–8) every time and there exist at least Q non-zero elements in V matrix. We select \( V(x, f, x) \) and \( V(y, f, y) \) such that \(|x - y|\) is minimum (i.e. x and y are the nearest time slots) and among them is only the element corresponding to the time slot with the higher degree of membership is kept. Therefore, the number of available time slots for each pair \((s, f)\) is kept at Q slots. The optimum value of Q can be empirically adjusted depending on the available memory size, computational power, and required recognition performance.

4.2.3. Solution to the third problem

As a solution to the third problem, we should find the “optimal” parameters of FEMM. The difficulty lies in the definition of the optimal parameters of FEMM. If we define “optimal” parameters to maximize the degree of membership of the observation sequence to FEMMs, similar to the one that has been defined in the HMMs [17], one can simply adjust the parameters of the fuzzy sets, such that the domain of discourse has the maximum membership value (1) to the fuzzy sets. This means that all the training samples, including the negative training samples (samples that do not belong to that FEMM) would have the maximum degree of similarity to that FEMM and, thus, classification error may be even 100%. Therefore, FEMMs are only trainable by minimum classification error methods [39]. As a result, training a FEMM should be performed in the presence of the training samples of other FEMMs. Thus, the training method for FEMMs is proposed based on the segmental K-means (SKM) [40] and First Choice Hill Climbing (FCHC) [41] methods as follows:

First, the center points of all the fuzzy sets of each FEMM are separately adjusted by the Segmental K-Means method, such that the degree of membership of the training samples to each FEMM reaches an appropriate limiting point using the procedure described in Chart 1. Then, other parameters of the fuzzy sets (e.g. for Gaussian membership functions, the width of the membership function) are adjusted in a Hill Climbing procedure for all FEMMs as shown in Chart 2. Termination criteria in the training procedure can be set as achieving an acceptable recognition rate or a predefined number of iterations.

5. Experimental results

FEMM was tested on a large speech dataset which consisted of two smaller datasets. The first dataset consisted of 39 phones from all the DR1, DR2, and DR3 branches of TIMIT dataset [42] for all the speakers. Training data included 60979 samples and test data included 20324 samples. This dataset is called “P39”. The second dataset included the 100 most repetitive words of TIMIT dataset. For each word, all the repetitions of the training and test datasets were used, including 21747 samples for training and 7998 samples for test. This dataset is called “W100”.

In the acoustic feature extraction level, a speech signal was converted into the MFCCs of 39 dimensions with the first-order Pre-Emphasis filter and 30 ms Hamming windowing. Tests were performed on P39 and W100 datasets in the presence of additive white and babble noises with different signal-to-noise ratios (SNRs). Five state HMMs with three Gaussian mixtures and three state FEMMs with three mixtures for P39 dataset were employed. For the W100 dataset, HMMs with seven states and three Gaussian mixtures and FEMMs with five states and three mixtures were utilized.
Chart 1. Training the center points of the Fuzzy sets, describing the pattern and duration of each state in a FEMM with the SKM method.

Table 1
Comparison of the results of speech recognition performance between FEMM and the HMM on the P39 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Phone Recognition Rate (clean data)</th>
<th>Average Phone Recognition Rate for Noisy Data (SNR (0–20db))</th>
<th>Recognition Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>70.14%</td>
<td>24.3%</td>
<td>62</td>
</tr>
<tr>
<td>FEMM trained with SKM method</td>
<td>69.74%</td>
<td>35.6%</td>
<td>41</td>
</tr>
<tr>
<td>FEMM trained with SKM + FCHC method</td>
<td>71.05%</td>
<td>37.1%</td>
<td>41</td>
</tr>
</tbody>
</table>

Table 2
Comparison of the results of speech recognition performance between FEMM and the HMM on the W100 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Word Recognition Rate (clean data)</th>
<th>Average Word recognition Rate for Noisy Data (SNR (0–20db))</th>
<th>Recognition Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>76.6%</td>
<td>33.8%</td>
<td>454</td>
</tr>
<tr>
<td>FEMM trained with SKM method</td>
<td>70.32%</td>
<td>42.5%</td>
<td>381</td>
</tr>
<tr>
<td>FEMM trained with SKM + FCHC method</td>
<td>75.51%</td>
<td>43.1%</td>
<td>381</td>
</tr>
</tbody>
</table>
Chart 2. Training the parameters of the fuzzy sets, describing the pattern of each state in FEMMs with the FCHC method.

Fig. 6. Comparison of the recognition rates between the HMM, FEMMs trained with SKM method and FEMMs trained with SKM + FCHC method on P39 test dataset versus different SNR ratios of additive white noise.
Clean data were used for training and tests were performed on the noisy data. Tables 1 and 2 compare the recognition rates for clean data, average recognition rates for noisy data, and recognition times of FEMM with the HMM for P39 and W100 datasets, respectively. In addition, Figs. 6–7 compare the recognition rates of FEMM with the HMM for P39 and W100 datasets versus different signal-to-noise ratios of additive white and babble noises, respectively.

In handwriting recognition, Dr. Kabir’s discrete Persian words dataset [43] was incorporated. This dataset comprises 5843 samples, including the 18 basic Persian characters, 0–9 digits, comma, dot, and question mark,1 written by 124 persons and presented in 32 classes. This dataset is called N32.

In feature extraction, the length and the angle of vectors were extracted from the input handwritten samples, with the angles of vectors being in the range of $[-\pi, \pi]$. Without any preprocessing, the length of each vector was normalized with respect to the whole character length, and the angles of the vectors were normalized with respect to the angle between the first and the last points of the character. All the tests were performed ten times and the reported recognition rates are the average of all tests. The N32 dataset was randomly segmented into four groups. Each time we used three groups for training, and the test was performed on the fourth group.2 The tests were conducted using 10 state FEMMs with 3 mixtures and 27 state HMMs with 3 Gaussian mixtures. Table 3 compares the recognition rates and recognition times of FEMM with the HMM.

### Table 3
Comparison of handwriting recognition performance between FEMM and the HMM on the N32 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recognition Rate</th>
<th>Recognition Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>70.78%</td>
<td>100s</td>
</tr>
<tr>
<td>FEMM trained with SKM method</td>
<td>67.35%</td>
<td>95s</td>
</tr>
<tr>
<td>FEMM trained with SKM + FCHC method</td>
<td>75.92%</td>
<td>95s</td>
</tr>
</tbody>
</table>

To investigate the effect of FEMM structure on recognition performance, the effect of the number of states on recognition performance was examined. FEMM was tested on P39 dataset with different numbers of states, and the results are presented in Fig. 8.

The results showed that increasing the number of states up to three improved recognition rate, but further increment led to additive learning, even reducing the recognition rate. Thus, the number of states for each problem should be determined empirically.

### 6.2. Effect of elasticity modeling on recognition performance

To explore the effect of elasticity modeling on recognition performance, FEMM was tested on the W100 dataset with different numbers of maximum time quantization slots Q. Recognition rates and recognition times are presented in Fig. 9. It seemed that the lack of elasticity modeling ($Q=1$) caused a 2.5% reduction in recognition rate.

Increasing Q up to 5 time slots improved recognition rate, but recognition rate remained constant with further increment. On the other hand, further increment in Q led to excessive computation time (Fig. 9). As expected, modeling the elastic nature of speech data with FEMM improved the recognition performance, but the maximum number of time quantization slots has to be adjusted, depending on the recognition time which, in turn, gives a flexible structure for choosing the optimal Q or an appropriate number of time slots for modeling the elasticity.

### 6.3. Comparing the performances of FEMM and the HMM

As depicted in Tables 1 and 2, FEMM has shown approximately the same speech recognition rate with a 15–30% higher recognition speed comparing with the HMM, approving the lower computational cost of FEMM. In handwriting recognition, although Persian has a fully cursive handwriting [35], FEMM which is trained with the SKM-FCHC method has shown a 5% higher recognition rate with approximately the same speed, compared with the HMM. This result indicates that the FCHC training method enhances the recog-
nition performance by adjusting the parameters of FEMMs. The speech recognition results in Tables 1 and 2 also prove this issue.

Moreover, as depicted in Figs. 6–7, due to the fuzziness of fuzzy elastic patterns, FEMM has demonstrated 9–16% more immunity against noise in the normal noisy environment (SNR: 20–0 dB). This immunity still remains in noise levels which make the input not identifiable for human beings.

6.4. Comparing the efficiencies of FEMM and the HMM

The efficiency of FEMM can be described and compared with that of the HMM based on the time and space complexity of the proposed algorithms, presented as solutions to the three basic problems in the fourth section. The basic algorithm, which is used in all the subsequent algorithms, is the definition of the similarity between the input data and the fuzzy elastic pattern (see Eq. (2)). For the sake of comparison, in continuous HMMs, this definition is equivalent to emission probabilities which are modeled with Gaussian mixture models (GMMs) [17]. The proposed definition is more computationally effective due to the following reasons: (1) granularity of the fuzzy elastic pattern, which is represented in Eq. (2) by the max operator, similar to the generalized fuzzy HMM [31]; (2) for a sequential pattern with N states and a D-dimensional observation vector with length L, the time complexity of GMM algorithm with M mixtures costs \( O(N \times L \times M \times D^3) \) [44], while the proposed definition (Eq. (2)) costs only \( O(N \times L \times M \times D) \). Regarding space complexity, FEMM requires less variable memory, since two matrices \((P, D)\) with the space complexity of \( O(N \times M \times D \times W) \) should be stored, where \( W \) is the number of necessary parameters for defining the membership functions (e.g. for Gaussian membership functions, \( W \) is two (center and width of the membership function)). However, in the continuous HMM, more matrices (mean, covariance, and coefficients of GMMs) with the space complexity of \( O(N \times M \times D^2) \) should be stored.

Since finding the “optimal” assignment of an observation sequence to FEMM and the HMM is based on the Viterbi algorithm, the time complexity of these methods in the assignment algorithm should be in the same order. Nevertheless, modeling the state duration in FEMM increases time and space complexity from \( O(N^2 \times T) \) and \( O(N \times T) \) in the HMMs [45] to \( O(N^2 \times T \times Q) \) and \( O(N \times T \times Q) \) in FEMMs, respectively, where \( Q \) is the maximum time slots for modeling the state duration. Thus, increasing \( Q \) lowers the efficiency of the assignment algorithm, especially for large numbers of time slots \((Q > 10)\). On the other hand, according to the results in Section 6.2, small numbers of \( Q (\leq 3-5) \) are usually enough to achieve a good recognition performance. In summary, there is a trade-off between less complexity in computing the degree of similarity to FEMM and more complexity in the assignment algorithm of FEMMs. Experimental results in Tables 1–3 proved that, between the two noted factors, the factor of “less time complexity in computing the degree of similarity” is the dominant one, especially when the number of dimensions of input data grows. In this regard, the superiority of the recognition time of FEMM compared to the HMM in speech recognition is more substantial than the one in handwriting recognition (see Tables 1–3), since the number of feature dimensions of a speech signal is much higher than those of a handwritten one.

FEMM was trained using segmental k means and First Hill Choice Climbing (FCHC) algorithms (Section 4.2.3), both based on the Viterbi algorithm. The segmental k means method is more efficient than the Baum-Welch algorithm in training [46]. On the other
hand, the time complexity of the FCHC algorithm is dependent on the number of iterations in the algorithm, which can potentially lower the time efficiency of training (if any shortcoming regarding time efficiency is observed, depending on the problem at hand, the FCHC method could be replaced with a more efficient optimization algorithm without changing the structure of FEMM).

7. Conclusion and future works

The HMM has been a standard tool in sequential pattern recognition problems such as speech and handwriting recognition. Despite the powerful modeling structure of the HMM, its low consistency with the imprecise nature of speech and handwritten data has limited its performance. Although several studies have attempted to surmount these limitations, the problem still persists as no sequential pattern recognition tool is appropriately fast, robust to noisy data, and accurate enough to be an ultimate answer. To have a fast sequential pattern recognizer with a consistent structure, when imprecise input data are given, a fuzzy sequential pattern recognition tool was presented in this paper. We focused on the basic definition of the elements of a pattern recognition tool by introducing the fuzzy elastic pattern. Modeling speech and handwriting with fuzzy elastic patterns gives us the ability to model the skewing or stretching of a part in the input data, which is an inherent property in speech and handwritten data. Since this tool matches the input data with the fuzzy elastic pattern and benefits from the fuzzy linguistic description, it is called the Fuzzy Elastic Matching Machine (FEMM).

In comparison with previous fuzzy logic-based approaches, the elastic matching concept was included in FEMM, leading to a more consistent model with speech and handwritten data. The major difference between FEMM and previous methods which have attempted to consider the elasticity property in the HMM by including the state duration, is a structure devoid of too complex relations with the aid of fuzzy set theory. Consequently, FEMM is expected to have a higher recognition speed and more immunity to noise, compared with the HMMs.

To investigate the performance of FEMM, it was tested in speech and Persian handwriting recognition on large word and phone datasets selected from TMIT dataset for speech recognition and Dr. Kabir’s Persian character dataset for handwriting recognition. Results revealed that, in speech recognition, FEMM showed the same recognition accuracy with a 15–30% higher recognition speed compared with the HMM. Furthermore, FEMM demonstrated a 9–16% higher immunity to noise in the presence of different signal-to-noise ratios of additive white and babble noises. In Persian handwriting recognition, FEMM indicated a 5% higher recognition rate compared with the HMM. These results prove that FEMM could be an alternative tool for sequential pattern recognition problems.

As a next step in improving the performance of FEMM, we are working on implementing it in online speech and handwriting recognition. Since sequential pattern recognition is used in many applications such as bio-signal processing, gait recognition, and gesture recognition, using FEMMs in these applications will make the capabilities and potentials of FEMMs more obvious.
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Appendix A.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Observation vector ((O_t)), where (O_t = {O_t^1, ..., O_t^n})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fuzzy vector (F(O_t)(\theta)), which describes fuzzy states</td>
</tr>
<tr>
<td></td>
<td>Fuzzy vector (G(O_t)(\theta)), which describes duration of states</td>
</tr>
<tr>
<td>Outputs</td>
<td>part (P_t) of assigned state for each observation</td>
</tr>
<tr>
<td></td>
<td>Degree of membership of the observation sequence to FEMM</td>
</tr>
</tbody>
</table>

Pseudo-Code

1. Create the three-dimensional matrices \(Y\) and \(P\), set both to zero matrices.
2. For each \(i\) from \(1\) to \(N\):
   2.1. \(V(x, \lambda, \beta) = \{\sum_{i=1}^{n} V_i(\lambda, \beta) : \lambda, \beta > 1\} \times \{\sum_{i=1}^{n} V_i(\lambda, \beta) : \lambda, \beta > 1\}\)
   2.2. \(H_i(x) = 0\)
   3. For each \(f\) from \(0\) to \(L\):
      3.1. For each \(f\) from \(0\) to \(L\):
         3.1.1. \(\text{Case}\) \(f = 0\): \(\text{NewTime} = 1\)
         3.1.2. \(\text{Case}\) \(f > 0\): \(\text{NewTime} = f+1\)
         3.1.3. Set \(\text{NewState} = \text{fState}(\lambda, \beta)\)
         3.1.4. \(\text{NewTime} = \text{fState}(\lambda, \beta)\)
         3.1.5. \(\text{NewType} = \text{fState}(\lambda, \beta)\)
         3.1.6. \(\text{fState}(\lambda, \beta)\)
   4. For each \(f\) from \(L+1\) to \(L\):
      4.1. \(\text{fState}(\lambda, \beta) = \text{fState}(\lambda, \beta)\)
      4.2. \(\text{NewTime} = \text{fState}(\lambda, \beta)\)
      4.3. \(\text{NewState} = \text{fState}(\lambda, \beta)\)
      4.4. \(\text{NewType} = \text{fState}(\lambda, \beta)\)
      4.5. \(\text{fState}(\lambda, \beta)\)
   5. Degree of membership of observation sequence to FEMM = max(\(V(x, \lambda, \beta)\))
The pseudo code of state assignment of observation in FEMM.

The SelfMore sub function used to find the best state assignment pseudo code, which updates values of the V and PS matrices.
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