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Abstract—With rapid development of financial services and

products, credit risk assessment has recently gained considerable

attention in the field of financial risk management. In this paper,

an improved credit risk assessment approach is presented. Based

on the credit data from China Banking Regulatory Commission

(CBRC), a multi-dimensional and multi-level credit risk indicator

system is constructed. In particular, we present an improved se-

quential minimal optimization (SMO) learning algorithm, named

four-variable SMO (FV-SMO), for credit risk classification model.

At each iteration, it jointly selects four variables into the working

set and an theorem is proposed to guarantee the analytical

solution of sub-problem. The assessment is made on China credit

dataset and two benchmark credit datasets from UCI database

and CD-ROM database. Experimental results demonstrate FV-

SMO is competitive in saving the computational cost and outper-

forms other five state-of-the-art classification methods in credit

risk assessment accuracy.

Keywords: Credit risk assessment, SVM, Sequential min-

imal optimization (SMO), Four-variable working set

I. INTRODUCTION

The assessment of financial credit risk is emerging as an

important research topic in the banking industry. The financial

credit risk indicates the risk associated with financing, in

other words, a borrower cannot pay the lenders, or goes into

loan default. Credit risk assessment has become a particularly

challenging issue for banks and financial institutions to access

the performance of borrowers (customers), serving as the

impetus to evaluate the credit admission or potential business

failure of customers in order to make early actions. The

great loss resulted from the financial distress or bankruptcy

of customers usually leads to considerable criticism on the

functionality of financial institutions due to the inappropriate

evaluation of credit risk.

Most governments are forced to implement rescue plans for

the banking systems with more effective credit risk assessment.

In China, the massive credit boom poses challenge for the

quality of bank assets. In fact, total bad loans reached 1.27

trillion yuan at the end of 2015, the highest since the global

financial crisis, on the back of an economic slowdown and a

ballooning corporate debt. An meticulous management inform-

ation system is in urgent requirement. Credit risk assessment,

which enables or supports an early-warning detection and

fast response mechanism, is a key in this system. Since

2004, the China Banking Regulatory Commission (CBRC),

which is responsible for regulation of banking industry in

China, enables a reporting system for credit data collection.

In recent years, CBRC has attached much importance to risk

characteristics mining, custom’s behavior analysis and risk

assessment model.

Generally, credit risk refers to the risk that a bank borrower

or a counterparty fails to meet its obligations in accordance

with the agreed terms [1]. Numerous methods have been pro-

posed in the literature to develop accurate classifier models to

predict the default risk. Many statistic and optimization models

are widely applied, such as linear discriminant analysis (LDA)

[2], logistic regression analysis (LRA) [3], [4], multivariate

adaptive regression splines (MARS) [5] and multi-criteria

optimization classifier [6], [7]. However, the assumptions em-

bedded within these statistical models, such as the multivariate

normality assumptions for independent variables, are not satis-

fied in reality, which makes these methods theoretically invalid

for finite samples [8]. Meanwhile, these models usually fail

to capture enough information of nonlinear structure of real

credit data. Recent studies focus on the research of artificial

intelligent (AI) techniques for credit assessment, including

artificial neural networks (ANN) [9], [10], radial basis function

(RBF) model [11], decision tree [12], Bayesnet [13], extreme

learning machine (ELM) [14], [15], support vector machine
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(SVM) [16]-[19] and so on.

Specifically, SVM is a promising approach for credit risk

evaluation [20]. It realizes the theory of VC dimension on

principle of structural risk minimum and overcomes the over-

fitting problem compared to artificial neural network. SMO

algorithm developed by Platt [21] is one of the most efficient

solutions for SVM training phase. It is derived by solving a

series of small quadratic programming (QP) problems, where

in each iteration only two variables are selected in the working

set, as the small QP problems are solved analytically such as to

avoid a time-consuming numerical QP method. The technique

is popular and numerous efforts are made on improving and

extending the classical model. For example, Song et al [22] put

forward a new strategy by selecting several greatest violating

samples set for the next several optimizing steps. Cai and

Cherkassky [23] generalize Platt’s SMO algorithm for SVM

based multitask learning. Cao et al [24], [25] propose a

parallel SMO which partitions the entire training data set

into smaller subsets and then simultaneously runs multiple

CPU processors to deal with each of the partitioned datasets.

It’s worth mentioning that Chen et al [26] study SMO-type

decomposition methods using the two-element working set

under a general and flexible way, which is called Chen-SMO

in this paper and is a benchmark algorithm in this paper.

The above research make remarkale improvements, but they

are all still limited to the two variables working selection

proposed by Platt [21]. Thinking out of the framework, in the

work of Lin et al [27], they generalize the traditional SMO

algorithm to three-parameters SMO and the simulation results

demonstrate their algorithm’s superiority. According to these

literatures, the training speed is a main limitation and import-

ant direction for making improvements of SVM algorithms.

In this paper, we propose a novel and fast algorithm named

four-variable sequential minimal optimization (FV-SMO). It

is derived by solving a series of the QP problems with four

variables at each iteration via the way of maximal violating

pair (MVP). These QP problems are solved analytically so FV-

SMO algorithm approaches the optimal solution more quickly

to achieve the optimization goal. Moreover, a theorem is

introduced on SVM-training to guarantee the existence of ana-

lytical solution of corresponding sub-problem. The proposed

algorithm makes breakthrough in the training speed, algorithm

complexity and generalization ability of SVM.

The proposed method is introduced to credit risk assess-

ment. In this paper, we focus on large corporates with the loan

more than 10 million RMB from the bank of China. At first,

we construct a multi-dimensional and multi-level credit risk

indicator system aiming to identify the most important credit

risk indicators related to the hidden default risk by consid-

ering macroeconomic environment, enterprises’ management

ability and credit transaction behavior. China credit dataset

is generated from CBRC monitoring system on the basis of

credit risk indicator system. Two benchmark datasets, German

and Darden credit datasets from UCI database and CD-ROM

database respectively, are used to demonstrate the performance

of the proposed method. In the numerical experiments, FV-

SMO is compared with Chen-SMO in the computational cost

and compared with five popular classification methods in

credit risk assessment accuracy, including RBF, Multilayer-

perception, Baysenet, decision tree, and Logisitic regression

analysis. Experimental results show that FV-SMO is compet-

itive in saving the computational cost and outperforms other

credit assessment models.

This paper is organized as follows. Section 2 introduces

SMO preliminaries. Section 3 presents the improved SMO

algorithm based on four-variable working set. The credit risk

indicator system and dataset generation process are shown

in Section 4. Followed by the numerical experiments and

result analysis in Section 5. Finally, the conclusion and future

research makes up Section 6.

II. PRELIMINARY

A. Sequential Minimal Optimization

Consider the problem of separating the set of training

vectors belonging to two classes: D = {(xi, yi)}li=1, where l

is the number of training samples, xi ∈ Rd is the ith training

sample and yi ∈ {+1,−1} is the class label of xi. SVM

requires the solution of the following optimization problem:

min w(α) = 1
2

l∑
i=1

l∑
j=1

yiyjαiαjK(xi, xj)−
l∑
i=1

αi

s.t
l∑
i=1

yiαi = 0

0 ≤ αi ≤ C, i = 1, · · · , l

(1)

Sequential Minimal Optimization (SMO) is a simple al-

gorithm that can quickly solve the SVM. It breaks the large QP

problem into a series of smallest possible QP sub-problems,

using the theorem from the work of Osuna et al [29] to ensure

convergence. At every step, SMO chooses two Lagrange mul-

tipliers to jointly optimize, finds the optimal values for these

multipliers, and updates the SVM to reflect the new optimal

values. Suppose the two chosen variables are αi,αj , then
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the problem (1) can be written as the following optimization

question:

min w(αi, αj) =
1
2K11α

2
1 +

1
2K22α

2
2 + y1y2K12α1α2

−(α1 + α2) + y1α1

l∑
i=3

yiαiKi1 + y2α2

l∑
i=3

yiαiKi2

s.t y1α1 + y2α2 = −
l∑
i=3

yiαi = c

0 ≤ αi ≤ C, i = 1, · · · , l
(2)

if the origin solution is (α0
1, α

0
2), then optimal solution can be

presented as:




αn2 = α0
2 +

y1y2∇w(α)1−∇w(α)2
K11+K22−2K12

(U ≤ αn2 ≤ V )

αn1 = α0
1 + y1y2(α

0
2 − αn2 )

if y1 6= y2 :

U = max(0, α0
2 − α0

1), V = max(C,C + α0
2 − α0

1)

if y1 = y2 :

U = max(0, α0
2 + α0

1 − C), V = max(C,α0
2 + α0

1)
(3)

The most important step of SMO is how to choose the

working set. As pointed by Keerthi [31], Platt’s [21] algorithm

for the selection of working set can not guarantee the max-

imum degree of optimization of the objective function and

they used a new method named Maximal Violating Pair to do

the working set selection.

B. Working Set Selection

Currently, a very popular way to select the working set is

”Maximal Violating Pair” (MVP) as follows:





i ∈ arg max
t∈Iup(α)

−yt∇w(α)t
j ∈ arg min

t∈Ilow(α)
−yt∇w(α)t

Iup(α) = {t|αt < C, yt = 1 or αt > 0, yt = −1}
Ilow(α) = {t|αt < C, yt = −1 or αt > 0, yt = 1}

(4)

MVP can be derived through the Karush-Kuhn-Tucker

(KKT) optimality condition of (1), to derive α∗ for minimum

w(α), it implies there exists a real number b∗ and two

nonnegative vectors λ∗ and µ∗ such that:




∇w(α∗) + b∗Y = λ∗ − µ∗,
λ∗iα

∗
i = 0, µ∗i (C − α∗i ) = 0,

0 ≤ α∗i ≤ C, λ∗i ≥ 0, µ∗i ≥ 0, i = 1, · · · , l
(5)

where ∇w(α) = Qα−e is the gradient of w(α). The above

condition can be rewritten as:
{
∇w(α∗)i + b∗yi ≥ 0, if α∗i < C

∇w(α∗)i + b∗yi ≤ 0, if α∗i > 0
(6)

Since yi = ±1, it can be derived from (6) that α∗ is an optimal

solution of (1) if and only m(α∗) ≤M(α∗).

III. AN IMPROVED SMO ALGORITHM BASED ON

FOUR-VARIABLE WORKING SET

A. An important theorem

From above introduction of SMO, the key step of SMO

is how to choose the two variables of the working set at

each step. We propose an improved SMO algorithm named

FV-SMO, the strategy is to choose four variables into the

working set at each step. To advance the algorithm of FV-

SMO, an important theorem is given in the following, this

theorem guarantees the existence of optimal solution in our

proposed algorithm FV-SMO.

Theorem 1. Suppose A =


 a11 a12

a12 a22


 is a symmetry

positive definite matrix, let x = (x1, x2)
T and b = (b1, b2)

T ,

then the box constrained problem

min q(x) =
1

2
xTAx− bTx (7)

s.t li ≤ xi ≤ ui, li < ui, i = 1, 2 (8)

has a unique global optimal solution:

(I) a12 ≥ 0,




x∗1 = min(max(l1, x1,
b1−a12u2

a11
),max( b1−a12l2a11

, l1), u1)

x∗2 = min(max(l2, x2,
b2−a12u1

a22
),max( b2−a12l1a22

, l2), u2)
(9)

(II) a12 < 0,




x∗1 = min(max(l1, x1,
b1−a12l2
a11

),max( b1−a12u2

a11
, l1), u1)

x∗2 = min(max(l2, x2,
b2−a12l1
a22

),max( b2−a12u1

a22
, l2), u2)

(10)

where x1 = b1a22−b2a12
det(A) , x2 = −b1a12+b2a11

det(A) .

The proof detail of Theorem 1 refers to Appendix A.

B. Solving the four-variable SVM subproblem

Assuming the working set of four-variables as B =

{i1, j1, i2, j2}, and relatively the non-working set is N =

{1, · · · , l} −B, α, Q, e and Y can de decomposed:

α =

[
αB

αN

]
Q =

[
QBB QBN

QNB QNN

]
e =

[
eB

eN

]
Y =

[
yB

yN

]

(11)
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The problem (1) is equivalent to the following sub-problem:

minw(α) = 1
2α

T
BQBBαB + (QBNαN − eB)TαB + const

= 1
2 [αi1 αj1 αi2 αj2 ]




Qi1i1 Qi1j1 Qi1i2 Qi1j2
Qi1j1 Qj1j1 Qj1i2 Qj1j2
Qi2i1 Qi2j1 Qi2i2 Qi2j2
Qj2i1 Qj2j1 Qj2i2 Qj2j2







αi1
αj1
αi2
αj2




+(QBNαN − eB)T




αi1
αj1

αi2

αj2



+ const

s.t yi1αi1 + yj1αj1 + yi2αi2 + yj2αj2 = −yTNαN
0 ≤ αi1 , αj1 , αi2 , αj2 ≤ C

(12)

When solving (12), Chen et al in [26] study sequential minimal

optimization type decomposition method under a general and

flexible way of choosing the two-element working set, the

iterative relationship is introduced as:

αk+1
i = αki − yid, αk+1

j = αkj + yjd (13)

Based on Chen’s idea, we consider the iterative relationship:

αk+1
i1

= αki1 − yi1d1, αk+1
j1

= αkj1 + yj1d1

αk+1
i2

= αki2 − yi2d2, αk+1
j2

= αkj2 + yj2d2
(14)

so (12) is rewritten as:

minw(α) = 1
2 [d1 d2]

[
a11 a12

a12 a22

][
d1

d2

]
− [b1 b2]

[
d1

d2

]

s.t l1 ≤ d1 ≤ u1, l2 ≤ d2 ≤ u2
(15)

where

a11 = Ki1i1 +Kj1j1 − 2Ki1j1

a12 = Ki1i2 −Ki1j2 −Kj1i2 +Kj1j2

a22 = Ki2i2 +Kj2j2 − 2Ki2j2

b1 = yi1∇w(αk)i1 − yj1∇w(αk)j1
b2 = yi2∇w(αk)i2 − yj2∇w(αk)j2

Note A =

[
a11 a12

a12 a22

]
, Let A be a symmetric positive

definite matrix. Given yi1 = yj1 = 1, since 0 ≤ αki1 −
yi1d1, α

k
j1
+yj1d1 ≤ C , so l1 = max(−αkj1 , αki1−C), u1 =

min(C − αkj1 , αki1). For other values of yi1 , yj1 , l1, u1 has

similar results. l2, u2 are available by the same analysis. By

Theorem 1, problem (12) has the following optimal solution:

when a12 ≥ 0 ,
{

d∗1 = min(max(l1, d1,
b1−a12u2

a11
),max( b1−a12l2a11

, l1), u1)

d∗2 = min(max(l2, d2,
b2−a12u1

a22
),max( b2−a12l1a22

, l2), u2)
(16)

when a12 < 0,
{

d∗1 = min(max(l1, d1,
b1−a12l2
a11

),max( b1−a12u2

a11
, l1), u1)

d∗2 = min(max(l2, d2,
b2−a12l1
a22

),max( b2−a12u1

a22
, l2), u2)

(17)

where d1 = b1a22−b2a12
det(A) , d2 = −b1a12+b2a11

det(A) .

Finally, the solution of (12) is:

αk+1
i1

= αki1 − yi1d∗1, αk+1
j1

= αkj1 + yj1d
∗
1

αk+1
i2

= αki2 − yi2d∗2, αk+1
j2

= αkj2 + yj2d
∗
2

(18)

C. An improved SMO algorithm based on four-variable work-

ing set

Here we employ the method of MVP to select the working

set in the FV-SMO :

1)

i1 ∈ arg max
t∈Iup(α)

−yt∇w(α)t
j1 ∈ arg min

t∈Ilow(α)
−yt∇w(α)t

i2 ∈ arg max
t∈(Iup(α)\{i1,j1})

−yt∇w(α)t
j2 ∈ arg min

t∈(Ilow(α)\{i1, j1, i2})
−yt∇w(α)t

2) B = {i1, j1, i2, j2}

To sum up, the FV-SMO algorithm is motivated that

multivariable coordinated optimization could reduce the

number of iterations and training time. This method is

derived by solving a series of the QP subproblems with four

points and these subproblems are solved analytically. Thus, it

can approach to the optimal solution much quickly, and further

improve the performance of SMO-type learning algorithm

greatly. We formally investigate the possible advantages by

experiments analysis in the following section.The FV-SMO

formal algorithm can be stated as follows:
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Algorithm FV-SMO

Given dataset: xi, yi, i = 1, 2, ...n

Result: αi solved by an analytical method

While it does not reach convergence, do:

step1: Given ε > 0 and α0 = 0. Set k = 0.

step2: If m(αk)−M(αk) ≤ ε, stop; Otherwise by the

above MVP to find a four-variable working set B =

{i1, i2, j1, j2}.
Define N ≡ {1, · · · , l}−B, αkB and αkN as sub-vectors

of corresponding to B and N , respectively. And using

formulas (16)-17) to get d∗1, d
∗
2, further by (14) derive

optimal solution αkB .

step3: Gradient update: ∇w(αk+1)= ∇w(αk) +

diag(Y )[(−K(:, i1) +K(:, j1))d
∗
1 + (−K(:, i2) +K(:

, j2))d
∗
2].

step4: Set k = k + 1 and go to step2.

end

IV. CHINA’S CREDIT RISK INDICATOR SYSTEM

As the economy skyrocketed in the past few years, China’s

financial system has grown exponentially. The assets managed

by banks once grew more than 25% a year during the period of

the massive fiscal stimulus plan to combat the global financial

crisis. Only in the first two months of 2016, bank credit rose

a significant 28% to RMB 3351 billion compared with the

same period in previous year. Nowdays, China’s economy is

in the process of reform and structural adjustment, the banking

institutions’ risk management ability becomes increasingly

important in the development.

Since 2004, CBRC has established a data collection system

for monitoring the customers’ loan behaviors monthly. Despite

the data accumulated for more than ten years in the monitoring

system, existing studies do not lend themselves to modeling

the risk factors for big data and provide little guidance to

policy makers in terms of loan application decision. Many ex-

perts point out that the key risk is coming from large corporate

borrowing and from the reduction of profitability stemming

from financial liberalization and heightened competition. In

this paper, we focus on large corporates with loan more than

10 million RMB. We first construct a multi-dimensional and

multi-level credit risk indicator system aiming to find the most

important credit risk characteristics which will lead to the

serious default risk, followed by the generation of China credit

dataset.

A. China credit risk indicator system

First of all, the external factors are explored including

macroeconomic, industry and region. The majority of China’s

credit is accumulated in fields of government infrastructure,

real estate construction and large state-owned corporates. This

leads to complicated causal relationship between credit risk,

macroeconomic and monetary policy. It is reasonable to take

macroeconomic factors as priority into consideration, such as

GDP growth rate, M2 growth rate, interest rate and so on.

Meanwhile, the overall situation of an industry closely relates

to its credit behavior, three specific indicators are extracted:

industry profit margin, concentration of loan investment and

default rate of industry. According to different regional credit

markets, implement differentiated regional credit policy also

plays an important role in management process, so it is

necessary to explore the regional dimensional factor. Regional

industrial structure, regional economic development situation

and regional default rate are investigated.

Second, we focus on the corporates’ management ability.

The enterprises’ production, operation state and business beha-

viors directly affect the efficiency of credit funds use. The in-

dicators related to operation situation, solvency and credit level

are explored. Taking operation situation into consideration,

corporates’ capital scale and long-term viability of operation

can be figured out. Generally, the operation situation can be

expressed by measuring market capitalization, assets, cash

flow and others. Here key financial indicators are investigated,

such as asset scale, debt ratio, current ration and so on. Making

the analysis of solvency promotes to clarify the ability of

sustainable management and predict the future revenue, such

as equity ratio, loan asset ratio are considered. For credit

level, it is measured by the risk signals that given by the loan

institutions as existing credit judgment towards the corporates,

which could also contribute to the identity of default behavior

in the future.

Third, the credit data from CBRC makes the corporates’

transaction data mining possible. Two aspects including trans-

action behavior and association risk are mined. The customers’

past loan behavior acts as the most convincing evidence for

determining whether a customer should be granted good credit

or not. The quantity and quality of loan, the lending bank

information are explored as well. In addition, the credit inter-

connection among corporates are getting increasingly closer

in recent years. The credit association promotes corporates

to share capital, acquire excessive credit or escape from risk

investigation. These behaviors increase the difficulty of credit
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Figure 1: China credit risk indicator system
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regulation and needs particular attention. Four major asso-

ciation relationship are investigated, including legal person,

guarantee, stockholder and other business associates.

Finally, the whole indicator system is constructed with

three overall dimension: external factors, management ability

and trading behaviors. The second level includes 14 indic-

ators including: macroeconomic, industry, region, operation

situation, solvency, credit level, quantity, quality, bank, legal

person, stockholder, business associates and guarantee. The

third level is extended including 124 detailed indicators, such

as regional default rate, loan bank concentration and so on.

These indicators are not only extracted from the original data,

but also derived from the analysis and mining of customer’s

transaction behavior. For instance, it is regarded as a risk signal

if a customer often pay off the loan of one bank using the

loan from other banks. Due to the limit of space, part of these

indicators are listed in Figure 1.

B. Generation of China credit dataset

After the credit risk indicator system analysis, China credit

dataset is extracted from the CBRC’s credit data. Data pre-

processing is implemented for converting the primary data

to format. The techniques including cleaning, integration,

transformation are used to process the dirty, incomplete and

inconsistent data. Another important issue that needs to be

clarified is the definition of default risk, we define a customer

default if it is behindhand with its payment for more than

three months. Once a default occurs in the credit history, the

customer is marked as a positive sample.

The purpose of feature selection [32], [33], [34] is to filter

out unrepresentative features from a given dataset, which is

critical for a successful credit default classification model.

For the credit risk indicator system as stated in Section 4,

T-test and Wilcoxon signed ranks tests are used to distinguish

indicators objectively. The criterion is whether the indicator

changes significantly prior to the default occurs. 54 indicators

are picked out by the single indicator test. Next, stepwise

regression pares down the these indicators to eliminate the

collinearity. Finally, 16 most representative indicators are

chosen for the assessment model.

After data preprocessing and feature selection, the sample

of China credit dataset has 60126 instances, 1822 default

(positives) and 58324 non-default (negatives). The number

of negatives is almost 32 times the size of positives. Since

high imbalance of the data could seriously affects the model

performance, downsample method is adopted to construct
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Figure 2: Flow chart for the generation of China credit dataset

subsample [35]. By one to one ratio, 1822 instances are picked

out randomly from the sample of negatives. In order to account

for the sampling error, we repeated sampling process for ten

times and got ten subsamples for modeling. Figure 2 shows

the generation process of the China credit dataset.

V. NUMERICAL EXPERIMENTS

A. Dataset preparation

Experiments are conducted on China credit dataset as stated

in Section IV. China credit dataset contains 16 indicators and

3644 samples with positives and negatives balanced. Another

two public datasets are also introduced for the credit risk

assessment. German credit consists of 700 examples of cred-

itworthy applicants and 300 examples where credit should not

been extended. For each applicant, 24 indicators describe the

individual credit history, age, loan amount, account balances,

loan purpose, job title, and so on.

Table I: Description of testing datasets

Datasets Number Negative Positive Indicators

China credit 3644 1822 1822 16

German credit 1000 700 300 24

Darden credit 132 66 66 24
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For Darden corporate credit dataset, it is from the CD-ROM

database and includes 132 companies (66 non-risk cases and

66 risk cases). A total of 25 financial variables are computed

for each of the 132 companies using data from the Compustat

and from the Moodys Industrial Manual. The information of

all datasets is shown in TableI.

B. Complexity comparison

To assess the complexity efficiency of the FV-SMO

algorithm, RBF kernel- K(x, y) = exp(−γ ∗ ‖x −
y‖2) is chosen. All experiments are run on PC (In-

tel(R)core(TM)5/RAM16.0GB) in MATLAB.2016. The stop-

ping condition ε, and the hyper parameters of C and γ need

to be given. A superior algorithm should have stable and

better performance with the changing parameters and different

stopping condition. In Table II, C and γ are set at 1, the

stopping condition ε ranges from 0.1 to 1 × 10−10. In Table

III, γ is set at 1 and ε is set at 1× 10−10.

C ranges from 0 to 5. From the results of Table II and Table

III, the number of FV-SMO’s iterations is obviously fewer than

Chen-SMO. Student T-test and Wilcoxon’s signed rank test

are taken to identify the statistical significance of the results

comparison. All the P values of experiments are statistical

significant which demonstrate the superiority of FV-SMO.

As m-M can reflect the optimizing convergence rate for

current iterating rate more intuitive, Figs.3-5 depicts the curves

of m-M versus the iterating steps. The curves with blue and

red colour are the results of FV-SMO and Chen-SMO, the C

and γ are set at 1, ε is set at 1 × 10−10 . In most iterating

steps, we can see the declines of objective m-M in FV-SMO

are superior to that in Chen-SMO. The convergence speed of

FV-SMO is significantly faster than that of Chen-SMO, which

once again demonstrates the proposed FV-SMO outperforms

Chen-SMO in the sense of faster convergence .

The results of classification accuracy are shown in Table

IV-VI. Firstly, the Total accuracy of FV-SMO generally out-

performs other classifiers for both China and German datasets,

followed by MLP for China dataset and Bayesnet for German

dataset. But for Darden dataset, FV-SMO is second only to

Logistic. In terms of Type1 accuracy, FV-SMO is superior

to other classifiers for China and Darden datasets, ranking

second (0.453) on German dataset, the best is Bayenet (0.483).

Then from the Type2 accuracy viewpoint, RBF has the best

performance (0.887) for China dataset and FV-SMO has the

best performance (0.903) for German dataset. FV-SMO has a

relatively poor performance (0.622) compared to best result of

Logisitic (0.819) for Darden dataset.

Figure 3: The change of m-M with iterating steps: China credit
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Figure 4: The change of m-M with iterating steps: German
credit
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Figure 5: The change of m-M with iterating steps: Darden
credit
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Table II: Executing iterations with changing ε on the three datasets

C=1, γ = 1 China credit German credit Darden credit
ε Chen-SMO FV-SMO Chen-SMO FV-SMO Chen-SMO FV-SMO
0.1 233 105 1128 574 102 56
0.01 523 255 1669 845 143 83
0.001 983 519 2069 1058 195 103
1× 10−4 1342 691 2575 1258 249 121
1× 10−5 1917 860 2927 1478 295 139
1× 10−6 2217 1056 3230 1661 339 159
1× 10−7 2868 1374 3591 1817 383 178
1× 10−8 3346 1495 3979 1971 433 200
1× 10−9 4090 1780 4374 2172 469 222
1× 10−10 5012 2502 4785 2427 516 241
T-test (P value) 1.00× 10−3*** 2.22× 10−5 *** 1.20× 10−4 ***
Wilcoxon test (P value) 0.0890* 0.0058*** 0.0110***

*** represents 1% level significant, * represents 10% level significant.

Table III: Executing iterations with changing C on the three datasets

γ = 1, ε = 1× 10−10 China credit German credit Darden credit
C Chen-SMO FV-SMO C Chen-SMO FV-SMO C Chen-SMO FV-SMO
0.01 203 104 0.01 3776 1980 0.01 61 31
0.05 354 164 0.02 3831 2017 0.5 203 105
0.1 538 235 0.05 4018 2167 0.7 228 112
0.2 1086 432 0.1 4060 2010 0.9 416 196
0.3 2508 1049 0.2 4094 2119 1 516 214
0.5 3554 1514 0.5 4398 2166 1.5 758 348
0.8 4295 1886 0.8 4377 2298 2 817 368
1 5012 2502 1 4785 2427 3 854 393
1.5 5730 2448 1.5 6476 3322 3.5 873 405
2 6223 2501 2 6849 2501 5 944 387
T-test (P value) 3.20× 10−2*** 4.91× 10−7*** 4.78× 10−4***
Wilcoxon test (P value ) 0.0757* 1.83× 10−4*** 2.57× 10−2***

*** represents 1% level significant, * represents 10% level significant.
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C. Accuracy comparison

Classification accuracy is the basic and decisive aspect in

choosing the credit classification model. In order to check the

performance of FV-SMO, we compare FV-SMO with five pop-

ular classification approaches in classification accuracy. The

benchmark approaches include RBF, Multiplayer-perception,

Bayesnet, Decision tree, and Logistic. For each approach,

we adjusted the parameters to achieve the best classification

accuracy. The five models are run using Weka 3.6. Given a

classifier and an instance, there are four possible outcomes:

if the instance is positive and it is classified as positive, it

is counted as a true positive (TP); if the instance is negative

and it is classified as positive, it is counted as a false positive

(FP), the definition of TN and FN is the same. Six well known

accuracy criteria are used to evaluate the performance of the

classifier as follows:

(i) The total classification accuracy rate

Total accuracy = TP+TN
TP+FP+TN+FN

(ii) The identification rate of ”bad” creditors

Type1 accuracy = TP
TP+FN

(iii) The identification rate of ”good” creditors

Type2 accuracy = TN
TN+FP

(iv) How accurately of ”bad” creditors have been classified

Precision = TP
TP+FP

(v) The mixed measure of classification

F1−measure = 2
1

Precision+ 1
Recall

In practical credit risk management, Type1 accuracy meas-

ures the identification rate of ”bad” creditors, which means

that the potential customer who is actually un-creditworthy is

denied credit. The Type2 accuracy measures the identification

rate of ”good” creditors, which means a creditworthy customer

is granted by the decision maker. Precision measures what the

fraction is correctly categorised in all the positive predictions.

F1-measure is a mixed criteria with a combination of Precision

and Recall. Clearly, higher of these criteria corresponds to

better predictive performance of classifier.

The receiver operating characteristic curve (ROC) [36] is a

two-dimension graph in which true positive rate is plotted on

the Y-axis and false positive rate is plotted on the X-axis. AUC

based on the area under the ROC curve is another measure of

classfier. Generally, a model with a larger AUC will have a

better average performance.

Figure 6: ROC comparison for different models in China
dataset

Figure 7: ROC comparison for different models in German
dataset

Figure 8: ROC comparison for different models in Darden
dataset
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Table IV: Performance comparison for different models in China dataset

Model Total Accuracy(%) rank Type1 Accuracy(%) rank Type2 Accuracy(%) rank
RBF 0.653 6 0.419 6 0.887 1

Multilayer-perception 0.75 2 0.741 2 0.759 5
Bayesnet 0.705 5 0.608 5 0.803 2

J48 0.734 3 0.695 4 0.773 4
Logistic 0.729 4 0.709 3 0.749 6

FV-SMO 0.778 1 0.768 1 0.788 3
Precision(%) rank F1-measure(%) rank ROC curve space rank

RBF 0.788 1 0.547 6 0.718 6
Multilayer-perception 0.755 3 0.748 2 0.845 2

Bayesnet 0.755 4 0.673 5 0.78 5
J48 0.754 5 0.723 4 0.825 3

Logistic 0.739 6 0.724 3 0.803 4
FV-SMO 0.784 2 0.776 1 0.849 1

Table V: Performance comparison for different models in German dataset

Model Total Accuracy(%) rank Type1 Accuracy(%) rank Type2 Accuracy(%) rank
RBF 0.717 3 0.43 3 0.84 5

Multilayer-perception 0.709 4 0.29 5 0.889 3
Bayesnet 0.735 2 0.483 1 0.843 4

J48 0.692 6 0.217 6 0.896 2
Logistic 0.701 5 0.45 4 0.809 6

FV-SMO 0.768 1 0.453 2 0.903 1
Precision(%) rank F1-measure(%) rank ROC curve space rank

RBF 0.535 3 0.477 3 0.719 3
Multiplayer-perception 0.527 4 0.374 5 0.671 5

Bayesnet 0.569 2 0.523 2 0.755 2
J48 0.471 6 0.297 6 0.676 4

Logistic 0.502 5 0.475 4 0.641 6
FV-SMO 0.667 1 0.54 1 0.794 1

Table VI: Performance comparison for different models in Darden dataset

Model Total Accuracy(%) rank Type1 Accuracy(%) rank Type2 Accuracy(%) rank
RBF 0.742 3 0.848 2 0.742 2

Multiplayer-perception 0.689 5 0.758 4 0.621 5
Bayesnet 0.72 4 0.712 6 0.727 3

J48 0.629 6 0.788 3 0.47 6
Logistic 0.778 1 0.739 5 0.819 1

FV-SMO 0.743 2 0.864 1 0.622 4
Precision(%) rank F1-measure(%) rank ROC curve space rank

RBF 0.767 3 0.806 1 0.821 2
Multiplayer-perception 0.667 5 0.709 5 0.791 4

Bayesnet 0.723 4 0.718 4 0.766 5
J48 0.598 6 0.68 6 0.63 6

Logistic 0.81 2 0.77 3 0.808 3
FV-SMO 0.864 1 0.773 2 0.826 1
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For the measurement of Precision and F1-measure, FV-

SMO also yeilds a very good performance. Precision of FV-

SMO ranks the second with a tiny gap (0.004) behind RBF

on China dataset. F1-measure of FV-SMO ranks the second

behind Logistic on Darden dataset. For other comparisons,

FV-SMO ranks the first. The area under the receiver operating

characteristic ROC curve is applied as another performance

measurement. Figure 6 - 8 show the performance of the

ROC curve for the three datasets. It is obvious that FV-SMO

outperforms other models in terms of ROC.

Comparing with the empirical results of the three datasets,

it is seen that Type2 accuracy is better than Type1 accuracy

for China and German datasets, which means it is more

difficult to catch the “bad” creditors from all the applicants,

especially for the unbalanced dataset of German. But the result

is inconsistent on Darden dataset. One possible reason is that

different credit markets have different credit characteristics and

the other is more nonlinearity in China and German datasets

than that in Darden dataset.

Meanwhile, there is an interesting finding from Type1

accuracy and Type2 accuracy. For example, RBF ranks the first

of Type2 accuracy (0.887), but performs the worst of Type1

accuracy (0.419) on China dataset. For German dataset, MLP

and J48 have a poor performance in terms of Type1 accuracy,

only 0.29 and 0.21, but get quite high performance of Type2

accuracy, 0.889 and 0.896, ranking top three with a slight dif-

ference to the FV-SMO. It is shown that some classifiers have

the tendency to get a high recognition rate of majority class

by predicting most samples as the “good” ones, especially on

the imbalanced dataset, making the classifiers unsuitable for

the credit risk assessment. From the above analysis, it can be

concluded the proposed FV-SMO is promising in comparison

with the other five popular classification approaches.

VI. CONCLUSION AND FUTURE WORK

In this paper, we present a novel SMO learning algorithm on

a four-variable working set for classification model and applied

it to China credit dataset and two benchmark datasets. This

method derived by solving a series of the QP sub-problems

with four variables and these sub-problems are solved analyt-

ically so that the proposed method approaches to the optimal

solution more quickly. Numerical results demonstrate that the

proposed method has faster speed with statistical significance.

Besides, experimental results also illustrate that FV-SMO can

get the satisfactory performance in the classification accuracy,

which provides compelling evidence of the advantages of FV-

SMO. Given its encouraging performance, we are aiming to

extend the algorithm to solve the problem of multi-class and

regression problem instead of the binary classification.

Another contribution of this work is the multi-dimensional

and multi-level credit risk indicator system. According to our

knowledge, it is the first attempt to build the comprehensive

indicator system on real credit data of China’s banking. The

system can not only help the banking managers and the

audience of this paper to understand the overall situation of

China’s credit risk, but also scree out the key indicators that

should been monitored by the policy makers. For future work,

we could explore this system for more credit risk management

applications.
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APPENDIX A

Theorem 1. Suppose A =


 a11 a12

a12 a22


 is a symmetry

positive definite matrix, let x = (x1, x2)
T and b = (b1, b2)

T ,

then the box constrained problem

min q(x) = 1
2x

TAx− bTx
s.t li ≤ xi ≤ ui, li < ui, i = 1, 2

(19)

has a unique global optimal solution as follows

(I) a12 ≥ 0,




x∗1 = min(max(l1, x1,
b1−a12u2

a11
),max( b1−a12l2a11

, l1), u1)

x∗2 = min(max(l2, x2,
b2−a12u1

a22
),max( b2−a12l1a22

, l2), u2)
(20)

(II) a12 < 0,




x∗1 = min(max(l1, x1,
b1−a12l2
a11

),max( b1−a12u2

a11
, l1), u1)

x∗2 = min(max(l2, x2,
b2−a12l1
a22

),max( b2−a12u1

a22
, l2), u2)

(21)

where x1 = b1a22−b2a12
det(A) and x2 = −b1a12+b2a11

det(A) .

Proof: Since problem (19) is strict convex, suppose x∗ =

(x∗1, x
∗
2)
T is the unique global optimal solution of (19), then
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we only prove that x∗ satisfies the following KKT conditions:




∇q(x∗)i = 0, li < x∗i < ui

∇q(x∗)i ≥ 0, x∗i = li

∇q(x∗)i ≤ 0, x∗i = ui, i = 1, 2

The gradient of function q(x) is

∇q(x) =


 a11 a12

a12 a22




 x1

x2


−


 b1

b2




It is easy to verify that (x1, x2)T is the solution of equation

∇q(x) = 0.

Since A is a positive definite matrix, we have a11 >

0, a22 > 0 and det(A) > 0.

(I) For a12 ≥ 0, there are nine cases discussed as follows:

Case 1: If l1 ≤ x1 ≤ u1, l2 ≤ x2 ≤ u2 , then x∗ =

(x1, x2)
T .

Proof: It is clear that ∇q(x∗) = 0, that is, x∗ satisfies KKT

condition.

Combining l1 ≤ x1 ≤ u1 and l2 ≤ x2 ≤ u2, we have

0 < a11x1 + a12l2 ≤ b1 ≤ a11x1 + a12u2,

0 < a12l1 + a22x2 ≤ b2 ≤ a12u1 + a22x2

which implies

b1 − a12u2
a11

≤ x1 ≤
b1 − a12l2

a11
,
b2 − a12u1

a22
≤ x2 ≤

b2 − a12l1
a22

Therefore x∗ = (x1, x2)
T is the unique global optimal

solution of (19), and it has the form of expression (20).

Case 2: If x1 ≥ u1 and x2 ≥ u2, then x∗ = (u1, u2)
T . Proof:

By x1 ≥ u1 and x2 ≥ u2 we have

a11x1 + a12l2 ≤ a11x1 + a12u2 ≤ b1
a12l1 + a22x2 ≤ a12u1 + a22x2 ≤ b2

which implies

x1 ≤ b1−a12u2

a11
≤ b1−a12l2

a11
,

x2 ≤ b2−a12u1

a22
≤ b2−a12l1

a22
,

∇q(x∗) ≤ 0

namely, x∗ = (u1, u2)
T satisfies KKT condition and has the

form of expression (20). Therefore, x∗ is the unique global

optimal solution of (19).

Case 3: If l1 ≤ x1 ≤ u1, x2 > u2 , then x∗ =

(min( b1−a12u2

a11
, u1), u2)

T . Proof: From l1 ≤ x1 ≤ u1, x2 >

u2 we get

x1 ≤ b1−a12u2

a11
≤ b1−a12l2

a11
,

b2−a12u1

a22
≤ x2 ≤ b2−a12l1

a22
,

Further we have




∇q(x∗)1 = 0, l1 <
b1−a12u2

a11
< u1,

∇q(x∗)1 ≤ 0, b1−a12u2

a11
≥ u1,

∇q(x∗)2 ≤ 0

that is, x∗ = (u1, u2)
T satisfies KKT condition and has the

form of expression (20). Therefore, x∗ is the unique global

optimal solution of (19).

Case 4: If x1 < l1 and x2 > u2, then

x∗ =





(min( b1−a12u2

a11
, u1), u2)

T , b1−a12u2

a11
> l1

(l1,min(max( b2−a12l1a22
, l2), u2))

T , b1−a12u2

a11
≤ l1

Proof: We discuss in two cases.

First, if b1−a12u2

a11
> l1 , then by x1 < l1 and x2 > u2 we

get b2−a12l1
a22

≥ u2 and x∗ = (min( b1−a12u2

a11
, u1), u2)

T .

Further we have




∇q(x∗)1 = 0, l1 <
b1−a12u2

a11
< u1,

∇q(x∗)1 ≤ 0, b1−a12u2

a11
≥ u1,

∇q(x∗)2 ≤ 0

that is, x∗ = (min( b1−a12u2

a11
, u1), u2)

T satisfies KKT condi-

tion and has the form of expression (20). Therefore, x∗ is the

unique global optimal solution of (19).

Second, if b1−a12u2

a11
≤ l1 , then from x1 < l1 and x2 >

u2 we have x∗ = (l1,min(max( b2−a12l1a22
, l2), u2))

T . Further

we get




∇q(x∗)1 ≥ 0,

∇q(x∗)2 ≥ 0, b2−a12l1
a22

≤ l1,
∇q(x∗)2 = 0, l2 <

b2−a12l1
a22

< u2,

∇q(x∗)2 ≤ 0, b2−a12l1
a22

≥ u2,

that is, x∗ = (l1,min(max( b2−a12l1a22
, l2), u2))

T satisfies KKT

condition and has the form of expression (20). Thus, x∗ is the

unique global optimal solution of (19).

Case 5: If x1 < l1 and l2 ≤ x2 ≤ u2, then x∗ =

(l1,max( b2−a12l1a22
, l2))

T .

The proof is similar to Case 3.

Case 6: If x1 < l1 and x2 < l2, then x∗ = (l1, l2)
T .
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Proof: From x1 < l1 and x2 < l2 we have

x1 ≥ b1−a12l2
a11

≥ b1−a12u2

a11

x2 ≥ b2−a12l1
a22

≥ b2−a12u1

a22

Further we get ∇q(x∗) ≥ 0, that is x∗ = (l1, l2)
T satisfies

KKT condition and has the form of expression (20). Therefore,

x∗ is the unique global optimal solution of (19).

Case 7: If l1 ≤ x1 ≤ u1 and x2 < l2,

then x∗ = (max( b2−a12l2a11
, l1), l2)

T . The proof is similar to

Case 3.

Case 8: If x1 < l1 and x2 > u2, then

x∗ =





(max( b2−a12l2a11
, l1), l2)

T , b1−a12l2
a11

> u1

(u1,min(max( b2−a12u1

a22
, l2), u2))

T , b1−a12u2

a11
≥ u1

The proof is similar to Case 4.

Case 9: If x1 > u1 and l2 ≤ x2 ≤ u2, then x∗ =

(max( b2−a12l2a11
, l1), l2)

T . The proof is similar to Case 3.

(II) For a12 < 0, firstly we prove that for any real

number a, b, c , the conclusion as follows is right.

(i) max[min(a, c),min(b, c)] = min[max(a, b), c]

(ii) max[min(a, b), c] = min[max(a, c),max(b, c)].

Proof: (i) If a ≤ b ,then min(a, c) ≤ min(b, c), it is clear that

the left and right of the conclusion (i) are equal to min(b, c);

if b < a , then the left and right of the conclusion (i) are equal

to min(a, c) , thus the conclusion (i) is right; (ii) The proof

is similar to (i).

Secondly, substituting x1 = y1, x2 = −y2 into the

problem (19), we have

min q(x) = p(y) = 1
2 (y1 y2)


 a11 −a12
−a12 a22


 (y1 y2)

T

−(b1 − b2)(y1 y2)T

s.t l1 ≤ y1 ≤ u1,
−u2 ≤ y2 ≤ −l2, li < ui, i = 1, 2

(22)

It is clear that


 a11 −a12
−a12 a22


 is a positive definite matrix

and −a12 > 0. on the basis of (I), we get the optimal solution

of (22) as follows:

y∗1 = min
(
max

(
l1, y1,

b1−a12l2
a11

)
,max

(
b1−a12u2

a11
, l1

)
, u1

)

y∗2 = min
(
max

(
−u2, y2, −b2+a12u1

a22

)
,max

(
−b2+a12l1

a22
,−u2

)
,−l2

)

where y1 = b1a22−b2a12
det(A) = x1, y2 = b1a12−b2a11

det(A) = −x2.

Finally, we derive the optimal solution of (19) as follows:

x∗1 = y∗1 = min
(
max

(
l1, x1,

b1−a12l2
a11

)
,max

(
b1−a12u2

a11
, l1

)
, u1

)

x∗2 = −y∗2
= −min

(
max

(
−u2,−x2,− b2−a12u1

a22

)
,max

(
− b2−a12l1a22

,−u2
)
,−l2

)

= max
[
min

(
u2, x2,

b2−a12u1

a22

)
,min

(
b2−a12l1
a22

, u2

)
, l2

]

= max
{
max

[
min

(
u2,min

(
x2,

b2−a12u1

a22

))
,min

(
b2−a12l1
a22

, u2

)]
, l2

}

(i)max
{
min

[
max

(
min

(
x2,

b2−a12u1

a22

)
, b2−a12l1a22

)
, u2

]
, l2

}

= max
{
min

[
min

(
max

(
x2,

b2−a12l1
a22

)
, b2−a12u1

a22

)
, u2

]
, l2

}

= max
{
min

[
max

(
x2,

b2−a12l1
a22

)
, b2−a12u1

a22
, u2

]
, l2

}

= max
{
min

[
max

(
x2,

b2−a12l1
a22

)
,min

(
b2−a12u1

a22
, u2

)]
, l2

}

(ii)min
{
max

[
max

(
x2,

b2−a12l1
a22

)
, l2

]
,max

[
min

(
b2−a12u1

a22
, u2

)
, l2

]}

= min
{
max

(
x2,

b2−a12l1
a22

, l2

)
,min

[
max

(
b2−a12u1

a22
, l2

)
, u2

]}

= min
(
max

(
x2,

b2−a12l1
a22

, l2

)
,max

(
b2−a12u1

a22
, l2

)
, u2

)

In summary, x∗ is the optimal solution of (19) and has the

form of expression (21).
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