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ABSTRACT

Routingis a challengingissuein mobile ad-hocnetwork. Concerningrouting varioussolutionshavebeenreported.In this
context,only few of the proposedsolutionsare commonly evaluatedand less attentionhas beenpaid to mentionsome
otherschemesThe contributionof this paperis to critically analyzemostof the routing protocolswhich arereportedin the
availableliterature. This will helpin havinga wider understandingf the problemdomainandcanalsobe usedto develop

or somenewor to extendalreadyproposedschemes.
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. INTRODUCTION

Mobile ad-hoc network is
applications such as disaster recovery and distributed
collaborative computing, where routes are mostly multi-
hop and network hostscommunicatevia packetradios[1].
Routingis one of the challengingissuesin mobile ad-hoc
network. Existing protocols for ad-hoc network can
generally be categorizedinto pro-active and re-active
protocolstypes.lIt is a well known fact that mostof these
protocols have certain weaknessesSome of the main
problem includes Limitation: Most of the well known
protocolsin this areaare limited to a particular scenario
i.e. doesnot perform well in all environments;Lack of
analytical studies: not sufficient work has beendone to
evaluate their performance with respect to other
techniquesof similar types. Moreover, proposedschemes
focuson routing without consideringtheir affectson some
otherroutingrelatesissues|2].

The contribution of this paperis to collect and
critically evaluateall thoseprotocolsthat are proposedas
a routing solutionfor mobile ad-hocnetwork. We believe
via analyzingsome of the unknown and famousrouting
schemesa wider knowledge of the problem could be
developed. Moreover, it could also be used to either
extend existing schemesor to develop new routing
solutions. Rest of this paper has been organized as
follows. In section2 of this papersomeof the protocols
currently under considerationby IETF will be analyzed
before rest of the schemescovered in section 3 and
conclusionsaregivenin section4.

. PROTOCOLSUNDER REVIEW BY
IETF

Destinationdistancesequenceector (DSDV) [3]
of tables driven , Ad-hoc on-demanddistance vector
(AODV) [4] of on-demand and Zone
protocol(ZRP)[5] of hybrid type are underconsideration
by IETF. In the following sectioneachof theseprotocols
is analyzed.

deployed in

routing

A. Destination-Sequenced Distance
Vedor Routing Protocol (DSDV)

The destination
routing protocol (DSDV) is an extensionof classical
bellman ford routing mechanism[3]. DSDV maintains
consistentnetwork view via periodic routing updates.
Routing information is stored inside routing tables
maintainedby eachnode. New route broadcastsontain
the addresof the destinationthe numberof hopsto reach
destinationthe sequencenumberof the destinationanda
new sequenceaumberuniqueto broadcastA routewith a
recentsequencerumberis considerecas a freshroute. If
sequenc&umbersarefoundto be the samethanthe route
with bettermetricwill beselected.

A1l.Critiquesof DSDV

DSDV requires nodesto periodically transmit
routing table updatespacketsregardlessof the network
traffic [6]. When the number of nodesin the network
grows the size of the routing tablesand the bandwidth
requiredto updatethem also grows[6]. This overheadis
consideredas the main weaknessf DSDV. DSDV also
posea periodof convergencdeforewhich routeswill not
be knownandpacketswill bedropped[6]. This couldalso
limit the numberof nodesthatcanconnectto the network
sincethe overheadgrows as O (N*2). Moreover,DSDV
works only with bidirectional links [6]. In addition, in
DSDV routing loops can occur while the network is
reactingto a changen thetopology.

DSDV use distancevector shortest-pathrouting
asthe underlyingrouting protocol. It hasa high degreeof
complexityespeciallyduringlink failure andadditions[6].
Maximum settlingtime is difficult to determinein DSDV.
DSDV doesnot supportmulti-pathrouting. Fluctuationis
anotherproblem of DSDV. In some simulation studies,
DSDV is much more conservativein terms of routing
overheadbut becauselink breakagesare not detected
quickly more data packetsare dropped.Specificationof
DSDV is silent over security issue [6]. DSDV assumes
that all nodesare trust worthy and cooperative Oncethe
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false sequencehas been establishedthe attacker will
continuouslysend out new packetsto updatethe value.
Therefore more hosts will be cheated[6] as a single
misbehavingnode can posea seriousthreatfor the entire
network.

B. Ad-hoc On-demand DistanceVedor
Routing (AODV)

AODV is a combinationof both DSR [7] and
DSDV [3]. AODV provides both multicast, and unicast
connectivityin a mobile ad-hocenvironment.The main
featureof AODV is quick responseto link breakagein
active route [50]. AODVI[4,8] builds routesusing a route
requestandroutereply querycycle. For destinatiorsource
nodes with no prior information it broadcastsa route
request(RREQ) packet. Nodes receiving RREQ update
their information and set-up backward pointers to the
sourcenode.Whenthe sourcenodereceivesthe RREP it
beginsto forward datapacketso the destination.

B1. CritiquesAODV

AODV is an on demandapproachbut still use
periodicbroadcasbf ,hello messagéto track neighboring
nodes.This periodic propagatiorcausesietworkoverhead
in AODV [6]. In AODV a route hasto discoverprior to
the actual data packet transmission.This initial search
latency may degrade the performance of interactive
applicationd6]. Similarly the quality of pathis not known
prior to call set-up.lt canbediscoverednly while setting
up the path. Moreoverquality of path mustbe monitored
by all intermediatenodesin anactivesessiorat the costof
additional latency and overheadpenalty [6]. That makes
AODV quite unsuitablefor real life applications. AODV
cannotutilize routeswith asymmetridinks betweemodes
and thus require symmetric links [6]. Nodesin AODV
store only route that are needed.Nodesuse the routing
caches to reply to route queries. These results in
,uncontrolled replies and repetitive updatesin host$
cachesyet early queriescannotstopthe propagatiorof all
querymessagewhich arefloodedall overthe network.

C. Zone Routing Protocol (ZRP)

The Zone Routing Protocol(ZRP) [5] is a hybrid
routing protocol. It combinesboth proactiveand reactive
routing techniques.Each node has a predefined zone
centeredat itself in terms of numberof hops. For nodes
within the zone it uses proactive routing protocols to
maintainrouting information. For those nodesoutside of
its zone it does not maintain routing information on a
permanentbase. Instead, on-demandrouting strategyis
adoptedvheninter-zoneconnectionsrerequired.

The ZRP protocol consistsof three components.

In the zoneproactivelntra-zoneRouting Protocol (IARP)
is usedto maintainrouting information.lIARP canbe link
staterouting or distancevector routing dependingon the

implementation. For nodes outside the zone, reactive
Inter-zone Routing Protocol (IERP) is performed.|IARP
providesa routeto nodeswithin a nodé's zone. IERP uses
the route query (RREQ) route reply (RREP) packetsto
discovera route very similar to someon-demandouting
protocol.

C1.Critiquesof ZRP

ZRP limits the proactive overheadto only the
size of the zone.It alsolimits reactivesearchoverheado
only selectbordernodes. Potentialinefficiency mayoccur
when flooding of the RREQ packetsgoes through the
entirenetwork.To someextentthis protocolcanprovidea
better solution in terms of reducing communication
overheadand delay. But this benefitis subjectedto the
size of a zoneandthe dynamicsof a zone.ZRP doesnot
provide an overall optimized shortest path if the
destinationhasto be found through IERP [6]. Moreover
with the increase of network size ZRP could create
unpredictablelarge overhead.In ZRP each path to a
destinationmay be suboptimal.This also meansthateach
nodewill havehigherlevel topologicalinformation. Thus
posesa higher memoryrequirementand an extra burden
onthenetworkresources.

. OTHER ROUTING ALGORITHM S

Besides above mentioned protocols, there are
some other routing protocols which are reportedin the
existingliterature.In this sectionall of thoseprotocolswill
becritically evaluated.

A. Dynamic Source Routing (DSR)

Dynamic sourcerouting protocol[7] is a reactive
protocol. DSR requiresno periodic updatesof any kind at
any level within the network. DSR usessource routing
through which senderknows the complete hop-by-hop
routeto the destination.Theseroutesare storedin a route
cache.A datapacketcarriesthe sourceroutein the packet
header.The DSR protocol consistsof two mechanisms,
route discovery and route maintenanceRoute discovery
processfunctions by flooding the network with route
request(RREQ) packets.Each node receiving a RREQ
packetrebroadcasti unlessit is the destinationor it hasa
route to the destination.The route carried back by the
RREP packetis cachedat the sourcefor future use. For
route maintenancewhenevera link on a sourceroute is
broken the source node is notified using a route error
(RER) packet.

A1l.Critiquesof DSR

DSR is not designedto track topology changes
occurring at a high rate [6]. Two sourcesof bandwidth
overhead in DSR are route discovery and route
maintenance[6]Theseoccurwhennew routesneedto be
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discoveredor when the network topology changes.In
DSR this overhead can be reduced by employing
intelligent cachingtechniquesn eachnodeat the expense
of memoryand CPU resourcesThe remainingsourceof
bandwidth overheadis the required sourceroute header
includedin everypacket.This overheadcannotbe reduced
by technigueutlinedin the protocolspecification[6].

DSR is basedon source routing thus requires
considerablygreaterrouting information. In DSR a route
has to discover prior to the actual data packet
transmission.This initial searchlatency may degradethe
performanceof interactiveapplications[6]. Moreover,the
quality of pathis not known prior to call setup.It canbe
discoveredonly while settingup the path. This quality of
path needsmonitoring by all intermediatenodesduring a
session.It increasesthe cost of additional latency and
overheadpenalty[6].

Due to sourcerouting DSR has major scalability
problem. Nodes use routing cachesto reply to route
queries. This results in an ,uncontrolled replies and
repetitive updatesin host§ caches.In addition, early
gueriescannotstop the propagationof all query messages
which are flooded all over the network. Thereforewhen
the network becomeslarger, the control packets and
messagepacketsalso becomelarger. This could degrade
the protocolperformanceftera certainamountof time.

B. Temporary Ordered Routing
Algorithm (TORA)

TORA [9] is adistributedrouting protocolwhich
is basedon alink reversaklgorithm. TORA is designedo
discoverrouteson demand At eachnodein the networka
separateopyof TORA is run for eachdestination. When
a node needsa route it broadcasts query requestto all
othernodes.This query packetcontainsthe addresof the
destinationfor which it requires a route. This packet
propagateghroughoutthe network until it reacheseither
to the destinatioror to the closesthodehavingrouteto the
destination.This node then broadcastsan update packet
listing its heightwith respecto the destinationWhenthis
reply packetpropagateghrough the network eachnode
that receivesthe updatesetsits heightto a value greater
than the height of the neighbor node from which the
updatewasreceived.lt hasthe effect of creatingmultiple
links from onenodeto theother.

B1. Critiquesof TORA

TORA is oneof the largestprotocolthusrequires
extra memory for different operations.Each node must
maintaina structuredescribingthe nodé's height as well
as the status of all connectedlinks per connection
supporteddy the network. TORA requireseachnodeto be
in constantcoordinationwith neighboringnodesto detect
topology changes and coverage which pose high
bandwidthand CPU requirementsThe main drawbackof
TORA is the exorbitantassumptionghat it makes.Not

only doesit require bi-directional links and a link-level
protocol but it actually dependson correct and in-order
transmissionof all packets. TORA usesinternodal co-
ordination and it exhibits instability behavior similar to
“count-to-infinity” problem in distance vector routing
protocols.Thusthereis a potentialfor oscillationsto occur
especiallywhen multiple sets of coordinatingnodesare
concurrently detecting partitions, erasing routes, and
building new routes basedon each other. Though such
oscillations are temporary and route convergencewill
ultimately occur,it posesreal threatto utilize TORA at its
full.

C. Aswciativity Based Routing (ABR)

Associativitybasedrouting is a newanddifferent
approachwhich claims to be free from loops, deadlock
and packetduplicates[10]. It definesa routing metric for
mobile ad-hoc network. This metric is known as the
degreeof associationstability. A routeis selectedbased
on the degreeof associatiorstability of mobile nodes.All
nodesgeneratea beaconto signify its existence.When
received by neighbouring nodes this beaconingcauses
their associativelytablesto be updated. Mostof the
functions of ABR operatevery similar as some of the
otheron-demangrotocolssuchAODV andDSR.

C1.Critiquesof ABR

ABR adoptsthe basicideaof maintainingrouting
information via continuousbeaconupdates.lIt is fairly
known that such schemesare not very impressivedue to
extra burden they pose on certain network resources.
Moreover,dueto the natureof mobile ad-hocnetwork, it
is highly unlikely to maintain strong link connectivity
among mobile nodes. ABR has used in some of the
simulationstudies.In generalresultswere mixed however
in some studies, ABR showed weak performancein
comparisorwith othersimulatedprotocols.

D. Signal Stability Routing (SSR)

Signal Stability basedadaptiveprotocol (SSR)is
an on-demandprotocol[11]. SSRselectsroutesbasedon
the signal strengthbetweennodesand on nod€'s location
stability. SSRcan split into two cooperativeprotocolsi.e.
the dynamicrouting protocol (DRP) andthe staticrouting
protocol (SST). DRP is responsiblefor maintaining the
signal stability table (SST) and routing table (RT). SST
recordsthe signal strength of neighboring nodes. This
signal strengthis obtainedby periodic beaconsfrom the
link layer of each neighboringnode. Signal strengthis
either markedas a strongor weak channel.When a link
failure is detectedwithin the network the intermediate
nodes send an error messageto the source indicating
which channehasfailed.
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D1.Critiquesof SSR

A partial route discoverymechanismnis not valid
to SSR. Thereforeif a link failure is detectedroute
discoveryhasto beinitiated from the source Brokenlinks
are locally detectedbut not repaired and the multiple
flooding of RouteRequest messages restricts
bandwidth.One other weaknessof SSRis the failure of
the intermediatenodesto reply to route requestwhich are
forwarded towards the destination.This drawbackadds
more delay during the route discoveryprocessSSRdoes
not suggesany mechanisnio addresshosepacketswhich
receive over the weak channel.In a mobile ad-hoc
network environmentit is expectedthat channelstrength
could vary and maintaining strong signalson consistent
basisis not easy.In SSRthe absenceof mechanismdo
differentiate between different types of packets could
resultsin largenumberof packetdropped.

E. WirelessRouting Protocol (WRP)

The WirelessRouting Protocol(WRP) maintains
routing information amongall nodesin the network [12,
13]. Each node maintainsfour tablesi.e. distancetable,
routing table, link-cost table and messageaetransmission
list (MRL) table. Each entry of the MRL containsthe
sequencenumberof the updatemessage retransmission
counterandanacknowledgementequiredflag vectorwith
one entry per neighborand a list of updatessentin the
updatemessageThe MRL recordsupdatesin an update
messageneed to be retransmittedand which neighbors
shouldacknowledgeheir transmission.

El. Critiques of WRP

Nodesin WRP maintainfour tablesthus require
sufficiently higher memory than some other table driven
protocols. WRP also use Hello packetsto keep updated
routing information. It has been mentionedbefore that
such message consumes different network resources.
Overall latencyassociatedn routing is comparativelyless
in WRP asit maintainsseparateables.However, it is of
more use when a link failure occurs. WRP use distance
vector shortest-pathrouting as the underlying routing
protocol and it has certain degreeof complexity during
link failure and additions. WRP focuseson broadcasting
packetto the nodein close vicinity, it may be concluded
that node may not haveadequatenformation aboutnodes
not in their vicinity. Therefore,it limits effective data
transmissiorin a small area.Updatemessagesre limited
to the neighboringnode. This limits the network view for
nodesnot operatingn the closevicinity.

F. Cluster-head Gateway Switch Routing
Protocol (CGSR)

The Cluster-head gateway switch
protocol (CGSR)is a clusteredmulti-hop mobile wireless

routing

network with severalheuristicrouting schemesin CGSR
a cluster head controls a group of mobile nodes. A
frameworkfor codeseparatiorandchannelaccesghrough
which routing and bandwidth allocation is achieved. A
clusterheadselectionalgorithmis utilized to selecta node
asthe clusterheadusinga distributedalgorithmwithin the

thetluster. Using LCC cluster-headnly changewhen two

clusterheadscomeinto contactor whena nodemovesout
of contactof all othercluster-headsThe main problemis
transmissiorpower limited by the numberof clusterhead
changesn mobile ad-hocnetwork. The CGSRis the only
table driven protocol that follows a hierarchical routing
philosophyanddoesnot useanyhello messages.

F1. Critiquesof CGSR

LCC clustering algorithm introduces additional
overhead and complexity in the formation
maintenanceof clusters[14]. The disadvantagef having
a clusterheadschemas thatfrequentclusterheadchanges
can adverselyaffect routing protocol performancesince
nodes are busy with cluster head selectionrather than
packetrelaying. Cluster headtable also pose additional
requirementto the memory. CGSR use distancevector
shortest-pathiouting as the underlyingrouting protocol. It
has the certain degreeof complexity during link failure
and additions.In CGSRclusterheadsand gatewaynodes
have higher computationand communicationload than
other nodes.The network reliability may also be affected
due to single points of failure of these critical nodes.
Henceinsteadof invoking cluster headreselectionevery
time the clustermembershipchangesclusteringalgorithm
isintroduced.

G. Global State Routing (GSR)

Global State Routing (GSR) improve link state
routing by avoiding flooding of routing messageg15].
Eachnodemaintainsa Neighborslist, a topologytable,a
next hop table and a distancetable. Neighborslist of a
node containsthe list of its neighborshereall nodesthat
can be heardby a nodeare assumedo be its neighbors.
Therouting messagearegeneratedn a link changeasin
link state protocols.On receiving a routing messagehe
nodeupdatests topologytableif the sequenceaumberof
the messagés newthanthe sequenc@umberstoredin the
table. After this the nodereconstructsts routing tableand
broadcastshe informationto its neighbors.

G1. Critiquesof GSR

The update messagesize in GSR is relatively
large comparedto those in some other scheme.Large
messageize and propagatiordelaywastesa considerable
amountof network bandwidth. That makesit difficult to
predict GSR performanceon different size of network. It
is not clearwhy routinginformationin GSR storedinside
three tables besides maintaining neighbour list. This
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approachis different from traditional link state routing
protocol suchas DSDV which usessingle table for same
purpose Keepinginformation inside three different tables
limits node performanceto certain extent. Not limited to
route or addressmanagementhesetableshavetheir due
affectson batterylife of mobile nodes.Efficient retrieval
of already stored addressesequiresa searchoperation.
Having distributed information could slow down the
whole searchprocess.Likewise storing new information
couldyield the sameaffect.

H. FisheyeState Routing (FSR)

FisheyeStateRouting (FSR) is an improvement
of GSR [16]. In FSR, each update messagedoes not
containinformationaboutall nodes.Therebyreducingthe
size of the messageandsavinga considerablemountof
bandwidth.Instead,it exchangesnformationaboutcloser
nodesmore frequently than it does about farther nodes
thusreducingthe updatemessagesize. So eachnodegets
accurateinformation about neighbors.However, details
and accuracyof information decreasesas the distance
from nodeincreasesThe scopeis definedin termsof the
nodesthatcanbereachedn a certainnumberof hops.The
centrenodehasmostaccuratanformationaboutall nodes
in the white circle andsoon. Eventhougha nodedoesnot
haveaccuratenformationaboutdistantnodesthe packets
are routed correctly because the route information
becomesmore and more accurateas the packet moves
closerto thedestination.

H1. Critiquesof FSR

It is clearedfrom the abovedescriptionthat FSR
could showbetterresultsin a small network. However,its
efficiency could reduce as the network grows. In other
words accuracyof information decreasess the distance
betweenthe nodesincreasesHaving an integratednode
consistwider informationthanothernodesandreduceshe
responseability of other nodesin the network. It also
reducegheview of the othernodesin comparisorwith the
centrenode. In addition, this semiintegratedstructureis
not suitablefor mobile ad-hocnetworkenvironment.

|. Source Tree Adaptive (STA)

In STAR each node maintains a source tree
which consists of its preferred links to
destination[17]. The source tree is calculated on the
information of its own links andthe sourcetreesreported
by its neighbors Any changesn a sourcetreearereported
to the neighbordan anincrementalmannerThe sourcetree
and neighbor information establishthe partial topology
information in eachnode. This informationis usedby a
route selectionalgorithm to obtain the route table with
destinatiomandnexthop.In STAR informationis updated
with link state updates.STAR can operatein several

each

modesbut there are two main modesnamely optimum
routingapproachtandtheleastoverheadoutingapproach.

1. Critiquesof STA

STAR requires new neighbors and leaving
neighborsare detectedn finite time. This could alsolimit
the overall scope of this scheme. Likewise protocol
requires a link layer capable of transmitting local
broadcastmessagesvithout hidden terminal interference.
Unlike some other link state protocol STAR does not
follow any approachto clear outdatedinformation from
the routing table. This leavesa numberof different side
effects on the protocol performance.Over time routing
tableswill grow bigger. No doubt it will have its own
negative impact on the available resourcessuch as
bandwidth. Likewise it could also degrade node
performance.In situations where in already established
network nodeshaveto look for destinationof interestsan
extra amountof time is addedto the initial node search
process. Moreover, if nodes decided to search for a
suitableroute,the sameresponseajuery packetwill receive
at all intermediatereceivets nodes.As a consequencéhe
whole network will be slow down. Chancesare as time
passesthe network performancewill reachto such an
extent where rebooting the entire network become
necessary.

In STAR thelink stateinformationdoesnot time
out which makesit difficult to predictanythingaboutthe
stability of the recordedinks. STAR claimsto reducethe
routing overheadbut protocol specificationis silent about
its effect on network resourcessuch as bandwidth and
battery power. At last, not enoughliterature highlighting
STAR performanceor comparisonwith other schemess
available. This also limits the possibility of gaining a
wider understandingabout protocol working and its
performancen differentnetworkingenvironments.

J. Optimized Link State Routing (OL SR)

Optimized Link State Routing is another
proactivelink stateprotocolwhichis claimedto work best
in large densenetwork [18].OLSAR eachnode selectsa
set of Multipoint Relays (MRP) from its neighbors.The
radio rangeof the MRP setsuchthat it should cover all
two hops neighbors.Each node has the knowledgeas to
for which nodeit actsas a MRP. Thus OLSR requires
bidirectional links. OLSR utilizes UDP to distribute
routing packets Eachrouting packetcontainsone or more
OLSR messagesMessage®xist for neighborby the same
originator as the route and sendits reply via the reversed
hoplist in thereceivedrequest.

J1.Critiques of OLSR

OLSR is suitable for network where frequent
communicationtake place in collection of nodesrather
thanasa whole. It is not clearedwhatcriterianodesuseto
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form Multipoint Relays (MRP). Each routing packetin

OLSR can have more than one messageThereforemore
effective measuresare required to differentiate different
messagesn a routing packet. OLSR use User Datagram
Protocol (UDP) as communication medium. UDP
providesvery few error recoveryservicesoffering instead
a direct way to sendand receive datagraris over an IP

network. Due to the natureof mobile ad-hocnetworkit is
expectedthat network transmissionwould meet different
types of error. Absence of effective error recovery
mechanisntould makeit difficult to utilize OLSR atbest.

K. DistanceRouting Effed Algorithm for
Mobility (DREAM)

DistanceRouting Effect Algorithm for Mobility
is a table driven protocol [19]. It is designedto provide
distributed loop-free and multi-path routing. DREAM is
alsoableto adaptto mobility. For routingupdateDREAM
introduces two new mechanismsi.e. frequency and
messagdife time. The principlesare distanceeffect and
mobility rate. In DREAM, each node records location
information in a Location Table. With the location
information stored at routing tables, data packets are
partially flooded to nodes in the direction of the
destinationandthenit selectsa setof one-hopneighbors
thatarelocatedin thedirection.If suchstepsareemptythe
datais floodedto the entire network. Otherwise the setis
enclosedn the dataheaderandtransmittedwith the data.
Whenthe destinatiorreceiveshe datait respondswith an
ACK to the sourcein a similar way. However, the
destinationwill not issuean ACK if the datais received
via flooding. The sourcejf it doesnotreceivean ACK for
datasentthrougha designatedetof nodesyetransmitghe
dataagainby pureflooding.

K1. Critiques of DREAM

DREAM is claimedto be a loop free since the
messagestravel away from the node into a specific
direction. This could be questionedsince in a network
with very high mobility the target direction can change
even back to a node that has sentthe messagealready.
Anotherproblemis thatlocationtable entriesmay be stale
andthat no closeneighborin the requireddirectioncanbe
found. DREAM requireseachnode to be equippedwith
GPS system. This additional requirement has several
drawbacks. Normally GPS system is available under
certain scenariossuch as in battle field or in a disaster
recovery.Availability of suchsystemamongnormalusers
is not common.That not only limits the operationalscope
of DREAM but also posea limit to its further practical
implementation.

There are different conditions imposed by the
protocol for routine network operations.It is common
observation that normal network operation becomes
complexdue to excessof conditions.Conditionssuchas
issuing an acknowledgemessageonly if the packetis

receivedvia flooding pose an additional requirement.A
node hasto discoverfirst how the packetis received.It
could add the waiting time for packetin the queue.
Likewise it could also delay in respondingthose packets
which requires immediate action. Environment such as

battle fields etc requiresmoothand effective transmission.

These conditions could results in significant drops of

protocol performanceAt last no further work on DREAM

hasbeenreportedin the cited literature but other routing
schemessuchas LAR[160] or FSR[35] did pick up some
conceptof DREAM.

L. Zone-based Hierarc hical Link State
Routing Protocol (ZHL S)

In Zone-basedHierarchical Link State Routing
Protocol (ZHLS), the network is divided into non-
overlappingzones.ZHLS definestwo levelsof topologies
— nodelevel and zone level. A nodelevel topology tells
how nodes of a zone are connectedto each other
physically. A virtual link betweentwo zonesexistsif at
leastone nodeof a zoneis physicallyconnectedo some
node of the other zone. Zone level topology tells how
zonesareconnectedogether.

L1. Critiquesof ZHL S

ZHLS could performbetterin specific zonesbut
it is difficult to maintainconsistencyacrossthe network.
The protocolto someextentcan provide a bettersolution
in termsof reducingcommunicationoverheadand delay,
butthis benefitis subjectedo the sizeandthe dynamicsof
a zone.lt is expectedhat with the increasen the size of
network,ZHLS couldcreateunpredictabldargeoverhead.

Efficient connectivity amongvarious zone is it
self an issue. Thereforeif connectivity among mobile
nodesin a zoneis sound,it could be expectedthat the
situationin other zone or the worst casein neighboring
zoneis not good enough. ZHLS proposediwo different
types of link state packets.In order to keep all nodes
updated frequent propagation of this information is
needed. Therefore, nodes should be capable
differentiating among various types of packets. That
makes whole issue a bit complicated for the nodes.
Engagingnodesin more jobs could affect and limit their
ability to respondvarious network packetsand consume
noderesources.

M. Hierarchical State Routing (HSR)

The characteristicfeature of Hierarchical State
Routing (HSR) is multilevel clustering and logical
partitioning of mobile nodes.The network is partitioned
into clustersand a cluster-headelectedas in a cluster-
basedalgorithm.In HSR, the cluster-headsagainorganize
themselvesnto clustersandso on. A hierarchicaladdress
is enough to ensure delivery from anywhere in the
networkto the host.In addition,nodesarealsopartitioned
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into logical sub-networkand each node is assigneda
logical addressSincelogical address/hierarchicaddress
areusedfor routingit is adaptabléo networkchanges.

ML1. Critiques of HSR

Continuously changing hierarchical addresses
makesit difficult to locate and keeptrack of nodes[20].
This makesit difficult to achieverouting at a lower
expense.lt is expectedhat mostof thetime nodeswill be
busylocatingdifferentaddressesThis alsorequiresnodes
to advertisetheir routes on frequentbasis. It has been
mentionedbeforethat suchschemeaddsan extraburden
on available network resources.Moreover, absenceof
efficient maintenanceand error recovery mechanisms
could also pose additional requirementsin the address
managemenf HSR.

N. Cluster Based Routing Protocols
(CBRP)

In Cluster Based Routing protocol (CBRP) the
nodesare divided into clusters. Each node maintainsa
neighbortable.For eachneighbor,the neighbortable of a
nodecontainsthe statusof the link (uni- or bi-directional)
andthe stateof the neighbor(cluster-headr member).In
CBRProutingis doneusingsourcerouting. In forwarding
a packetif a nodedetectsa brokenlink it sendsbackan
error messageto the source and then useslocal repair
mechanism.

N1. Critiques of CBRP

CBRP and all those who focus on achieving
routingin small partition of networkfacethe sametype of
problems[21]. Oneimportantissueis connectivityamong
individual clusters.Network formation in suchdesignis
anotherissuei.e. how nodeswill be allocatedto different
clustersor in zonessuchasin ZRP. It is mentionedn the
specificationof CBRP that new joining inside a clusteris
basedon broadcastingt messageBut it is not clearedhow
nodesknow in advancewhich clusterit wants to join.
Moreoverif the nodereceivesrepliesfrom morethanone
clusters then how it will make its joining decision.
Likewise in the case of clusters what scheme CBRP
utilizes to aware all the cluster-headsabout all other
cluster-headsn the network. Specificationdetails some
error recoverymechanisnbut is silent aboutissuessuch
aslink satiability betweertlusters.

O. Hybrid Routing Protocol (HRP)

Hybrid routing protocolsdivides a set of nodes
into zones in the network topology [39]. Then,the
networkis partitionedinto zonesanda proactiveapproach
is usedwithin eachzoneto maintainrouting information.
Hybrid routing adoptsreactiveapproachto route packets
betweendifferent zones.Therefore,in hybrid schemesa

route to a destination that is in the same zone is

establishedwithout delay while a route discoveryand a

route maintenanceprocedureis required for destinations
that are in other zones. The zonerouting protocol (ZRP)

zone-basedhierarchicallink state(ZHLS) routing protocol

and distributeddynamicrouting algorithm (DDR)[22] are

threehybrid routingapproaches.

O1. Critiques of HRP

The hybrid protocols can provide a better
solution in terms of reducing communicationoverhead
and delay. But this benefitis subjectedto the size of a
zone and the dynamicsof a zone. Therefore with the
increaseof network size HRP could createunpredictable
large overhead. Thigposesa limitation to the overall
adaptabilityof HRP. Ideally zonecould be boundto have
somespecifichnumberof nodesto obtainconsistentesults.
But this is not possiblein a more practicalenvironment.
Hybrid approachesprovide a compromiseon scalability
issuein relationto the frequencyof end-to-endcconnection
the total numberof nodesand the frequencyof topology
change.Thus, the hybrid approachmay not be a suitable
approacHor routingin sometypesof network.

P. Distributed Dynamic Routing
Algorithm (DDR)

Distributed dynamic routing protocol (DDR)
constructsa network from a networktopology whereeach
tree of the constructednetwork hasto be optimal [22].
Eachtree of the constructedhetwork forms a zone.Once
the network is partitionedinto a set of non over-lapping
dynamic zoneseach node calculatesperiodically its zone
ID independently Eachzone is connectedvia the nodes
that are not in the sametree but they are in the direct
transmissionrange of eachother. So the whole network
can be seenas a setof connectedzones.Thus eachnode
from a zone can communicatewith anothernode from
anotherzone.Dependingon featuredike nodedensityrate
of network connectionand disconnection,node mobility
and transmissionpower the size of zone increasesand
decreaseslynamically. Mobile nodescan either be in a
router mode or non-routermode regardingits positionin
its tree. This allows a more efficient energyconsumption
strategy. Each node is assumedto maintain routing
information only to those nodesthat are within its zone
andinformationregardingonly its neighboringzones.

P1.Critiquesof DDR

In CEDAR selectionof nodesfor sub-netcould
be a problematicissue.Moreover where on one hand it
could creates considerabledelay before a network is
formed. On the other hand, there is no guaranteethat
through such schemesentire network could be covered.
Likewise, a specific mechanismis requiredto handleall
joining and leaving requestsrom individual node. It has
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to be donethroughpackettransmissionlt could alsoresult

in addition of extra update or similar type of packets.
Thesepacketscould be a meanto add further burdenon

available bandwidth,thus could createnetwork overhead.
Onefinal point is that mostof the schemeghat basedon

network partitioning to achieverouting suffer with one or

more similar problems.One such problemis consistency.
Ideally, this sort of schemeis more suitablefor a small

networkof few nodes.

Q. Distributed Spanning Tree Protocol
(DST)

DST[32] considers the variation of different
regionsin mobile ad-hoc networking environments[32].
DST proposedhe establishmenof a backbonenetworkin
the stableregionsusinga spanningree algorithm.For the
unstableregionsa flooding or a shuttlingapproachs used
to transmitthe packetto the destinationeventhrougha
very unstablearea.

Q1. Critiques of DST

DST provides routing only in stable area.
Moreover, it requirestime before a clear view aboutthe
stableregion could be establishedln most of the cases,
nodesrequireconnectionwith othernodesor at-leastwith
nodesof interest.lIt is not possiblein DST as selectionof
stableregionsrequirestime. DST is describedn [168] and
comparedagainstpure flooding. However there was no
comparison with other protocols.
comparisonfocusessome of the small protocol and no
comparisonshave beendone with someof the prominent
protocols. Therefore it is difficult to add any further
comments.

R. Flow Oriented Protocol (FORP)

FORPis deignedfor real time traffic flows[33].
Like on-demandprotocols,traffic flow is requestedirst
and can be used after. In FORP, eachlink hasa Link
Expiry Time (LET) andthe minimum of all LET"s for all
links in a route givesthe Route Expiry Time (RET). The
destination sends a Flow-HANDOFF messagewhich
triggersanother~low-REQUESTthusfinding a newroute
over which the current flow can be rerouted without
interruptingit.

R1. Critiques of FORP

FORP is very similar to some other on-demand
protocols. Thereforethe draws back in the generalsense
are sameas in some other on-demandprotocols. No
specific procedure is followed to reduce the power
consumptionwhich otherwisecould consumewhen node
will be busy in receiving and forwarding flow requests.

Moreover, the

Likewise no precautiondhavebeentakento avoid message
looping. Moreover, the whole schemeof flow requests
without proper check could cause network overhead.
Finally, no further work outlining FORP performanceor
comparison with other similar or related protocol is
reportedn the scientificliterature.

S. Fuzzy Sighted Link State Algorithms
(FSLS)

FSLS also focuseson the problem of limited
dissemination of link state information. Links state
information is sentwith dynamically limited time-to-live
andin certainintervals.It further dependson the number
of hops the updatescan travel. Far reachinglink state
information messagesare sent much less frequent than
shortreachinglink stateinformation messagesAlso these
messageareonly createdf the stateof alink haschanged
within the scopeof the LSU (Link stateunit). The length
of the intervals and scope of the LSU"s is the design
parameterof the classof FSLS algorithms. An extreme
caseis the discretelink statealgorithmDLS in which each
LSU is sentthrough the whole network. It differs from
standardink stateonly in the fact thatthe LSU is not sent
immediately after a link status changes but at the
beginningof the nextinterval.

S1. Critiquesof FSLS

It would be difficult to establishstable routing
through out the network via FSLS. Maintaining limited
information could also mean offering limited routing.
Moreover, it is always an issue to achieve same data
delivery in different sectionsof the network. To some
extent the protocol also relies on updates.In case of
mobile ad-hoc network where topology changeshappen
quite frequently, it is hard to maintain updatedtopology
information without generating
Moreover, this sort of schemescould also causemobile
nodes to be engagedall the time. Engaging nodes
throughoutthe networklife couldresultsnodesexhausting
batterypower,an extraburdenon the availablebandwidth
and degradation both in nodes, efficiency and data
delivery. No further work and comparisonof FSLS is
reportedn thecitedliterature.

T. Lightweight Mobile Routing (LM R)

Lightweight mobile routing (LMR) is a link
reversalrouting protocol. Its operationdependson three
basicmessagese. query,reply andfailure query.A query
messageas sentby the sourcenodevia limited broadcast.
The sourcethen waits for a reply packetwhich is issued
by a nodewhich hasrouteto the destination.The directed
flood causedby the reply messagedorms a directed
acyclic graphrootedin the originator of the reply. The
route itself and the up and down streamlinks formed
dependon the order of the reply transmissionslf a node
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losesits last route to the destinationand it has upstream
neighborsa failure query is broadcastedo eraseinvalid

routes.On receptionof a failure querythe nodemay either
transmita reply or anotherfailure queryif its lastlink was
erasedoy thefirst failure query.Soinsteadof a directlink

reversalLMR erasesthe links and setsnew links. Loop

freedomis ensuredoy marking previousunassignedinks

as downstream-blockedif the node has already an

upstreanlink. Thesemarkerstime out after a while but it

may happen that a downstreamlink cannot be used
becauseof possible loop formation. Likewise to avoid

deadlocka similar mechanisnis used.

T1. Critiquesof LM R

Limited broadcastn LMR may also meanthat
routing in a limited area. To some extentit could also
improve different performance metric[34]. But LMR
limits the network coverageand is not well suitedfor a
larger network. Moreover, too many route queriescould
poseadditionalload on the network. Likewise the same
factor could also be seenan additional burden on the
limited network resourcesLMR is cited in someof the
availableliteraturebut mainly asa referenceThe protocol
lost interest with the developmentof TORA as a
successor.

U. Link Reversal Routing (LRR)

LRR is designedspecifically to aid routing in
highly dynamicnetwork. One of the main objectivesis to
minimize the amountof overhead34]. In situationswhen
topology changesneedto be announcedthe maintained
topologyis reducedto a directedacyclic graphrootedin
the destination.This graphis usedto direct eachlink as
eitherupstreanor downstreanto thedestinationlf a node
in the graph becomesa local minimum i.e. it has no
downstreanone of its links is reversed.To achievethis
notion of heightis introducedthus the problemis similar
to flow in a graph.The height of the minimum node is
raisedsuchthatit is higherthenthe lowestof its neighbors
thus reversingthe direction of this link. The reversalcan
causeanothemodeto becomea minimumandthe process
continues.

U1. Critiquesof LRR

In LLR no nodesknows about the distanceof
itself to the destinationThereforeoptimizing metricsused
in distancevectoror link statealgorithmscannotbe used.
This limits the adaptability of this approachat a wider
level. Moreover, in the light of current specificationof
LLR, it could easily be concludedthat schemecould
produceresultsin a smallareaof few nodes.However,it“s
difficult to predictany thing abouta network with wider
coverageThusLLR is well suitedfor small network.

V. Topology Broadcast Based on Reverse
Path Forwarding (TBRPF)

Basedon the reversepath forwarding algorithm
[35, 36]. TBRPFis one of the tablesdriven or proactive
link state protocol. Unlike traditional table driven
protocol, TBRPF maintainsa spanningtree in eachnode
for each other node as the source. Each parent of the
sourcenodeis responsibleof this tree formation. A list of
parentdss keptateachnodefor everyothernodeaswell as
full topologytableincluding costand sequenceumberof
each link the node is aware of. The topology update
messagesire sentalong thesespanningtreesbut in the
reversedirection. TBRPF supportonly bidirectionallinks.
The topology updates are transmitted reliable. Very
similar to tablesdriven protocols,A HELLO messageés
usedfor neighbofts detection. This HELLO messagealso
containsa list of routerIDs anda sequenceumbersuch
that each node can maintain its neighbortable. TBRPF
also transmitted updated information which contains
detailsof anychangesn therouterlist.

V1. Critiquesof TBRPF

Themainproblemin mostof the schemesimilar
to TBRPFis the formationof spanningiree. Considerable
amountof time is requiredto form spanningtreein each
node. Moreover extra efforts are neededto maintain all
suchtrees. Another aspectis the little consideratiorthat
has been given to addressdynamic nature of ad-hoc
network. Use of Hello messageén TBRPF could reduce
nodeindividual performanceLlLikewise it could alsobe a
meanof reducingnodeandnetworklimited resources.

W. Terminode Routing
(TL RITRR/AGPF)

Routing betweenterminodesis a hybrid process
that routespacketsbasedon the geographigoosition. The
destinationaddressis called location dependentaddress
(LDA). From this LDA the closest friend-node is
calculatedand the packetis deliveredto it. Terminodes
usethe conceptof a virtual homeregionwhich is samefor
someapproachln otherwordsfor eachnodethereexists
suchashomeregionwhich s specifiedby afixed position
and a radius. The region can be calculatedby a hash
function over the nodé's id. Eachnodewithin the virtual
homeregion of a certainnode must maintainthe current
positionof this nodesothatothernodecanobtainit.

The position based routing method is called
AnchoredGeodesidPacketForwarding(AGPF). To avoid
running into a maximum the route is oriented on set
anchors along the path. An anchor is just a specific
location. The anchoredpath is determinedby the source
using Friend Assisted Path Discovery (FAPD) and
includedinto the packet.FAPD is basedon small world
graphs.Alternatively the path can be determinedby Data
RequiremenDelivery (DRD) which just sendsthe packet
to a set of neighborswhose angleis the smallestto the
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right direction. The local routing method is no longer
basedon position information but only on a unique node
identifier the target id. Two hops neighborhood
informationis maintainedby eachnodeby usingHELLO
packets.If the neighborhoodis known and a packetcan
utilize local routing targetto the node which receivedthe
packet,a pathdiscoveryis initiated to directthe packetto
thedestination.

W1. Critiquesof TL RITRR/AGPF

The protocol utilizes a number of different
conceptof someof the earlier proposedschemeso offer
routing. It uses Hello messaged¢o maintain two hops
neighborinformation; similarly it relies on path discovery
mechanisnto directthe packetto the destinationChances
are both of thesefunctionswill be usedextensively.lt is
mainly due to the dynamic nature of mobile ad-hoc
network. It could resultsin unnecessaryetwork resource
consumptiorand likewise could alsodrop overall network
datadelivery and efficiency. It is clearedfrom the above
mentioned specification that this scheme suits smaller
network. The main reasonis the difficulty to disseminate
information acrossthe networkwithin the designframe of
this protocol.

X. WitnessAided Routing (WAR)

Witness Aided routing makes use of the
possibility to overheara transmissionin rangeof a node
on a wireless channelin a unique way [37]. A node
capableof overhearinga transmissionfrom one mobile
hostto anotherover a relay can actsas a passivewitness
for that transmissionIn situationwhena relay is not able
to reach the destination witness node i.e. node can
overheartransmissiorbecomesan active withessand tries
to deliver the packeton behalf of the relay node, thus
savingthe packetevenif the original routefailed. Because
many nodescan be withessedof a certain transmission
specialcareis takento avoid contention.

The goal is to performjust one single successful
delivery. To achievethis eachwitnesshost which intends
to deliver the packet must get permission from the
destinationhost. To get this permissionthe node sendsa
requestto the destination host. If the target host did
receivethe packetbefore by the relay the requestwill be
rejectedotherwisethe setof witnesswill be polled by the
targetuntil the packetcould be successfullydelivered.

The route discoverymechanisnmof WAR is very
similar to DSR with the enhancemenbf multiple route
selectioncriteria. The targetcan be instructedto await a
certainamountof route requestsor to wait for a certain
time periodandthenchoosethe routeto answerthe route
discoveryaccordingto some specifiedcriteria. Alternate
routescan be rememberedo havethemreadyif the first
choicebreaks.Similar to DSR, WAR usessourcerouting
to forward packets.Only that delivery is regardedas
successful for which forwarding node receives an

acknowledgementrom either the intendedrelay node or
from anywitness.If nottherouteis consideredrokenand
a route discovery processis initiated. Justlike DSR the
sourcerouteinformationin arelayedpacketcanbe usedto
updatelocal information.

X1. Critqiues WitnessAided Routing (WAR)

The maindifficulty is the informationaboutnode
that can overhear transmission.Even if the node is
identified there are many reasonsas to why this scheme
might not work well. Therearereasonsasto why a node
refusesto act as an intermediatenode. One of those
reasonss its own interestby conservinglimited battery
power for personaluse. However, at presentprotocol
featuresare silent to addresghis issue.For instanceif a
nodeis agreedo performsuchservice,it is anissueasto
how long sucha nodecanact?Moreover,havingsingleor
few nodesto cover the entire network is not easy to
achievespeciallyin the contextof mobile ad-hocnetwork.
WAR also makesuse of route discoveryprocesswhich
may be a meansof generatingextra network overhead.
Thesefactors posea limit to the overall performanceof
WAR.

Y. Geogrgphic DistanceRouting
(GEDIR)

GEDIR usesan approachbasedon progressto
selectthe set of neighbors[38]. This set of neighborsis
thenuseto forwardthe messagé¢o describea setof related
geographigouting protocols.

Y 1. Critiques of GEDIR

Topology and efficiency of both mobile nodes
and network as whole variesthroughoutthe network life
of mobile ad-hoc network. Any attemptto record such
information would be a costly issue. Moreover,
establishingrouting basedon stability of mobile nodes
may not be animpressiveideain the contextof mobile ad-
hoc network. GEDIR also requiresextra hardwarewhich
posedadditionalrequirementso the protocol.

Z. Mobile Ad-hoc On Demand Data
Delivery Protocol (MAODDP)

MAODDP [40] offers self starting; loop free
routing amongvarioushostsof a mobile ad-hocnetwork.
The key featureof MAODDP is the route establishment
and data delivery one after the other MAODDP requires
no periodic updatesof any kind at any level within the
network. MAODDP enables mobile nodes to identify
route breakageor expiredroutesso that suchroutescould
be marked as invalid using the route error messageln

267



Volume 1 No. 6, October 2011 ISSN-2223-4985
International Journal of Information and Communication Technology Research

‘_‘HC‘T >

©2010-11 1JICT Journal. All rights reserved

http://www.esjournals.org

MAODDP, a joining messageis broadcastto form a mobile ad-hocnetwork. All nodeswho want to be part of the
network are required to broadcast this messagelnformation such as node sequencenumber, IP addressfoute
expiry time and hop-counterfields are part of thejoining message.Information contained in the joining message
servesas a starting point for initializing routingtables.

The hop-counterinside the ,joining messagéassistsmobile nodesto locate their next-hopneighboursand
the distancebetweentwo nodesin the mobile ad-hocnetwork. The hop-countervalue increasesas it reachesanother
node in the network. Data gatheredthrough the“Joining messageif neededtouldalsobe usedto transmitinformation
from onenodeto the othernodeaslong astheroute is valid. Howeverfor destinationsvherethe sourcenode finds either
no route or an expired route, it broadcastsa route query and data delivery packet(RQDD). From the
applicationpoint of view MAODDP regardsthe RQDD packetasa part of its route queryanddatadelivery processThe
AcknowledgemessagdACK) and the route error messageare some of the messagetyypes MAODDP defines.In
MAODDP an acknowledgenessage serves two purposesi.e. an indication of successfuldatadelivery and for
updatingrouting tables.Route maintenancein MAODDP is achieved throughroute error (RER) messagewvery
similar to some other[AG01, RT99] of mobile ad-hocnetwork. The route error(RER) messagés usedto track down
different expired,broken or routes. MAODDP uses a combination of messagebroadcastlID and sequence
number to avoidmessagdooping. ThesebroadcastdD along with nodesequencenumbersare usedto determine
validity of thereceivedpacket.

IV. CONCLUSIONS

Among these conclusionssome are of generaktypeswhile restvariesfrom one schemeto the other. In

general most of the schemes lack with practicalimplementation. Moreover, those  who have
beenimplementedarelimited to a particularenvironmentLack of the studiesabouttheseschemess

alsoanissue.Apartfrom some of the main schemesexisting literature aresilent about most of the schemedliscussed
in this paper.That makes it harder to evaluate these schemesin comparisonwith some of the schemeghat
follow sameoperational pattern. This fact also posesan additionalobstaclein their further developmentlt is a well
knownfact thatad-hocnetworksufferwith differentissuesSomeof the most prominentissuesare bandwidth constraints
andlimited powerof mobile devicesMost of the schemesnentionedaboveclearly lacks in handlingthis and someother
issuesThereforethereis definitely needof a routingsolution that can not only offer a better routing solutionbutalso
addressomeof the otherroutingrelatedissues.



