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1. INTRODUCTION

The concept of social networks was first introduced by J.A. Barnes [1954], who describes them as connected graphs where nodes represent entities and edges their interdependencies. Entities could be individuals, groups, organizations, or government agencies. The edges could be interactions, invitations, trades, values, etc. In recent times, the emergence of Web-based social networks such as Myspace and Facebook has extended the notion of social networks in terms of their sizes [Golbeck 2007]. The public accessibility of Web-based social networks using mobile phones makes such platforms ubiquitous [Humphreys 2007]. Recent statistics by HitWise [Hanchard 2008] show that user retention rates of social networks are as good as online banking at high nineties,
suggesting that social networks are here to stay and remain a mainstream interaction platform for the foreseeable future.

The use of Web-based social networks was initially limited to connecting individuals to their friends and families [Haythornthwaite 2005]. The phenomenal growth of social network users in recent times has not gone unnoticed. Governments and enterprises have started exploiting the potential use of social networks as platforms for delivering and improving their services [Jaeger et al. 2007; Zappen et al. 2008]. However, there have been reports in the media of many incidents of breaching privacy of individuals through social networks [Gross and Acquisti 2005]. Given the open nature of Web-based social networks and their current level of popularity, users are increasingly concerned about privacy, an important consideration for them. In order to balance the open nature of social networks and safeguard the privacy concerns of users, it is important to build trust communities, which we define as communities that create an environment where members can share their thoughts, opinions, and experiences in an open and honest way without concerns about privacy and fear of being judged. These communities are built on authenticity, open sharing, like-mindedness and mutual respect. We contend that social trust provides an ideal foundation for building trust communities. Therefore, trust becomes an important aspect of social networks and online communities.

Trust has been studied in many disciplines including sociology [Helbing 1994; Mollering 2002; Molm et al. 2000], psychology [Rotter 1967; Cook et al. 2005], economics [Granovetter 1985; Huang 2007], and computer science [Maheswaran et al. 2007; Hughes et al. 2005]. Each of these disciplines has defined and considered trust from different perspectives, and their definitions may not be directly applicable to social networks. In general, trust is a measure of confidence that an entity or entities will behave in an expected manner. In this article, we review the definitions and measurements of trust from the prism of different disciplines, with a focus on social networks. The most important asset of any society or a social network is its social capital [Nahapiet and Ghoshal 1998; Moibus and Quoc-Anh 2004]. We consider the richness of the interactions between members in the social network as its social capital. In the context of social networks, trust is derived from social capital, which we call social trust.

In general, trust literature can be categorized based on three criteria: (i) trust information collection, (ii) trust value assessment, and (iii) trust value dissemination as shown in Figure 1. Each in turn can be further classified: trust information collection into three sources, namely (i) attitudes, (ii) behaviors, and (iii) experiences; trust value assessment according to the data model, namely (i) graph, (ii) interaction, and (iii) hybrid; and trust value dissemination into trust-based recommendation and visualization models. This article uses this categorization and classification scheme to review the literature.

The rest of the article is organized as follows. Section 2 provides a summary of existing related survey articles. Section 3 gives a brief review of trust definitions,
trust types, properties, and measurement models from the perspective of different disciplines. Section 4 discusses social networks and their properties and outlines the importance of trust in social networks. Section 5 first presents a definition of social trust, and then compares it to social capital. Sections 6, 7, and 8 review the literature under three different categories: trust information collection models, trust evaluation models and trust dissemination models, respectively. These reviews focus specifically on trust in the context of social networks. Section 9 presents a comparison of trust literature using the classification criteria defined in Figure 1, and then identifies the issues requiring further research. The last section concludes the survey.

2. PREVIOUS REVIEWS

Given the fact that trust is a multidisciplinary concept and has been around before the electronic age, it is a well-studied area from different disciplines. It is thus not surprising that there are already some review articles on different aspects of trust. This section aims to present a summary of existing review articles on trust and reputation and positions this article. In this article, we refer to both trust systems and reputation systems as trust systems since most reputation systems in the literature are developed for assessment of trust.

We categorize the existing review articles in two broad categories from the point of view of applications: network applications, in particular, peer-to-peer (P2P) applications, and Internet applications. Azer et al. [2008] survey trust and reputation schemes for ad hoc networks, focusing on the goals, features, and architectures of the trust management system for such networks. Momani and Challa [2010] review the treatment of trust in various network domains, more specifically wireless and sensor network domains. Finally, Suryanarayana and Taylor [2004] review trust management in P2P applications, classifying it into three broad categories: credential and policy based, reputation based, and social network based. The basic idea behind the credential- and policy-based trust management is to use credentials to enable a policy-based access control of the resources. This method is useful when there is an assumption of implicit trust on the resource owner. The reputation based trust management system, in contrast, provides an ability to evaluate the trust of the resource owner based on reputation values. The social-network-based method uses social relationships to rank nodes in the network. Suryanarayana and Taylor’s review is limited to three different social-network-based methods of evaluating trust: community-based reputation [Yu and Singh 2000], regret [Sabater and Sierra 2002], and node ranking [Sabater and Sierra 2002].

In Internet applications, trust has been studied from three different aspects: Web site content, Web application, and its services. Beatty et al. [2011] conduct a metastudy of consumer trust on e-commerce Web sites, focusing on the organization of the Web site contents to ensure trustworthiness. In their work, Grandison and Sloman [2000] survey trust from the point of view of applications to identify trust needs for e-commerce applications and provide a comprehensive set of features required for developing a trust management system. The semantic Web has recently gained popularity for the development of Web sites and applications, and some work has addressed issues of trust in the semantic Web; see Artz and Gil [2007] for an overview of trust research in the semantic Web from the computer science perspective. In recent times, trust has also been widely studied in the area of service computing [Malik et al. 2009; Chang et al. 2006], where trust plays a major role in selecting the best services for a user. Wang and Vassileva [2007] present a systematic review of various trust and reputation systems for Web service selection and propose a typology to classify them along three dimensions: centralized versus decentralized, persons/agents versus resources, and global versus personalized. Finally, Josang et al. [2007] publish an important survey for Internet
applications in which they provide an overview of existing and proposed systems that can be used to derive measures of trust and reputation for Internet transactions.

In addition to the two broad categories described earlier, there are some general survey articles for trust. For example, Ruohomaa and Kutvonen [2005] survey trust management in general, providing an overview on three aspects of trust: the concept of trust management, trust management models, and trust information models. Their survey mainly focuses on trust initialization and the evolution of trust in trust management systems. Golbeck [2006b] reviews trust in Web content (including Web pages, Web sites, and semantic Web data), services (in P2P networks and Web services), and applications.

Some trust literature reviews have focused on one important aspect of trust: robustness against attacks. Hoffman et al. [2009] focus on attacks and defense mechanisms in reputation systems, categorizing attacks as: self-promoting, whitewashing, slandering, orchestrated, and denial of service. Kerr and Chon [2009] implement a number of cheating strategies against a few established trust systems, demonstrating that all of the tested trust systems are vulnerable to at least one type of premeditated attack from dishonest participants. Josang and Golbeck [2009] discuss nine different types of attacks on trust and reputation systems, identifying the need for either a standard set of metrics for measuring the robustness of a trust system or some standard techniques for the theoretical robustness analysis of trust systems.

These review articles focus mainly on trust from a computer science perspective and do not consider relevant work in social sciences, mostly because current trust models tend to be driven by applications, and most of the network and Internet applications are developed and studied within computer science. The emergence of social networks has spurred new research in the study of trust, and, recently, a number of trust models for social networks have been developed with a specific focus on social aspects of trust. The aim of this article is to present a comprehensive review of trust in social networks covering both computer science and social sciences.

3. TRUST: DEFINITIONS AND MEASUREMENT

Trust is widely accepted as a major component of human social relationships. In general, trust is a measure of confidence that an entity will behave in an expected manner, despite the lack of ability to monitor or control the environment in which it operates [Singh and Bawa 2007]. Figure 2 shows that trust originated in different disciplines, leading to different types or facets of trust with different properties which...
require different models. We organize this section accordingly. We first discuss trust definitions in the primary disciplines concerned with trust relationships: psychology, sociology, and computer science, followed by the various types of trust implied by these definitions. Then we describe the properties of trust and the existing models from the literature.

3.1. Definitions

Trust in Psychology. In psychology, trust is considered to be a psychological state of the individual, where the trustor risks being vulnerable to the trustee based on positive expectations of the trustee's intentions or behavior [Rotter 1967; Tyler 1990; Rousseau et al. 1998]. Trust is considered to have three aspects: cognitive, emotive, and behavioral [Beatty et al. 2011].

Trust in Sociology. In sociology, trust is defined as “a bet about the future contingent actions of the trustee” [Dumouchel 2005; Sztompka 1999]. This bet, or expectation, is considered to be trust only if it has some consequence upon the action of the person who makes the bet (i.e., trustor). Trust is considered from two viewpoints: individual and societal. At individual level, similar to the perspective from psychology, the vulnerability of the trustor is a major factor [Rousseau et al. 1998; Molm et al. 2000; Cook et al. 2005]. Trust is differentiated from cooperation in the presence of assurance (a third party overseeing the interaction and providing sanctions in case of misbehavior). However, cooperation in the presence of the shadow of the future (i.e., fear of future actions by the other party) is considered to be trust [Molm et al. 2000; Cook et al. 2005]. In this respect, social trust has only two facets, cognitive and behavioral, with the emotive aspect building over time as trust increases between two individuals [Kollock 1994; Lawler and Yoon 1996].

At societal level, trust is considered to be a property of social groups and is represented by a collective psychological state of the group. Social trust implies that members of a social group act according to the expectation that other members of the group are also trustworthy [Lewis and Weigert 1985] and expect trust from other group members. Thus, at societal level, social trust also has the institutional or system aspect of trust.

Trust in Computer Science. Trust in computer science in general can be classified into two broad categories: “user” and “system”. The notion of “user” trust is derived from psychology and sociology [Marsh 1994], with a standard definition as “a subjective expectation an entity has about another's future behavior” [Mui 2003]. This implies that trust is inherently personalized. In online systems such as eBay and Amazon, trust is based on the feedback on past interactions between members [Resnick et al. 2000; Ruohomaa et al. 2007]. In this sense, trust is relational. As two members interact with each other frequently, their relationship strengthens, and trust evolves based on their experience. Trust increases between members if the experience is positive and decreases otherwise. In online systems, trust is considered to be of two types: direct trust and recommendation trust. Direct trust is based on the direct experience of the member with the other party. Recommendation trust is based on experiences of other members in the social network with the other party. Recommendation trust is based on the propagative property of trust. In P2P-based trust models, members gather information about other members using their social networks, sometimes also referred to as referral networks [Abdul-Rahman and Hailes 2000; Kautz et al. 1997]. Each peer models other peers in two ways: their trustworthiness as interaction partners (capability to provide services), called expertise in Singh et al. [2001], and their trustworthiness as recommenders (capability to provide good recommendations), referred to as sociability in Singh et al. [2001]. After each interaction in the environment, the expertise of the interaction partner and the sociability of the peers in the referral chain that led to the interaction are updated to reflect the experience of the member in that...
interaction. The immediate neighbors of the member are also periodically updated to reflect the change(s) in the evaluated trust of those members. This is influenced by both the neighbor’s expertise and sociability. Marmol and Perez [2011] present a comparison of several computational trust models such as EigenTrust [Kamvar et al. 2003], PowerTrust [Zhou and Hwang 2007], and PeerTrust [Xiong and Liu 2004].

The standard notion of “system” trust, derived from the security domain [Yao et al. 2010], is “the expectation that a device or system will faithfully behave in a particular manner to fulfill its intended purpose”. For example, a computer is trustworthy if its software and hardware can be depended on to perform as expected, such that its services are still available today, unaltered, and behave in exactly the same way as they did yesterday [Moreland et al. 2010]. The notion of “system” trust is supported by both software- and hardware-based solutions. For example, Seshadri et al. [2004] presented a software-based mechanism, while Chen and Li [2010] described a hardware-based mechanism. “System” trust is out of the scope of this survey. We note, however, the work of the Trusted Computing Group (TCG), which includes a Trusted Platform Module (TPM), a cryptographic microcontroller system that enables the TPM to be a root of trust for validating both the hardware and software characteristics of a remote computer on which the TPM is installed [Challener et al. 2007; Nepal et al. 2010b]. See also Moreland et al. [2010] for a good review of technologies in the context of a personal trusted device.

Across all the disciplines, two important aspects characterize a trust relationship: risk and interdependence [Rotter 1967; Coleman 1990; Williamson 1993]. The source of risk is the uncertainty regarding the intention of the other party. Interdependence is characterized by the fact that the interests of the two parties are related and cannot be achieved without relying on each other. The relationship is not a trust relationship if these two conditions do not exist. Since risk and interdependence are necessary conditions for trust, changes in these factors over the course of a relationship may alter both the level and the form of that trust [Rousseau et al. 1998].

3.2. Types/Facets of Trust

We now discuss the different facets of trust from the various disciplines.

Calculative. The calculative aspect of trust defines trust as the result of a calculation on behalf of the trustor designed to maximize the trustor’s stakes in the interaction [Tyler and Degoe 1996]. This aspect of trust is prevalent in economics, where the prisoner’s dilemma games are used to model trust and cooperation. It is also common in organizational science. Coleman [1990] describes this phenomenon as: “A rational actor will place trust . . . if the ratio of the chance of gain to the chance of loss is greater than the ratio of the amount of the potential loss to the amount of the potential gain.”

Relational. The relational aspect of trust defines trust built up over time as a result of repeated interactions between the trustor and trustee. Information available to the trustor from within the relationship itself forms the basis of relational trust. Reliability and dependability in previous interactions with the trustee give rise to positive expectations about the trustee’s intentions [Rousseau et al. 1998]. In computer science, this aspect of trust is termed direct trust (trust based on direct interactions between two parties).

Scully and Preuss [1996] study the relationship between calculative trust and relational trust in an organization in the context of work transformation. They find that, for employees working in the traditional context of narrow, individualized tasks, calculative trust plays a greater role than relational trust in making a decision to take up courses supporting work transformation. In contrast, for employees working in team-based environments, the decision is based on relational trust (of the team mates) rather than calculative trust; (i.e., individual gain).
Emotional. The emotional aspect of trust defines the security and comfort in relying on a trustee [Kuan and Bock 2005]. In psychology, emotional trust is perceived to be an outcome of direct interpersonal relationships [Holmes 1991]. Emotional trust influences the trustor to form positive perceptions of the relationship continuity and is affected by cognitive trust. Empirical studies such as Taylor [2000] show that the trustor's previous direct experiences can affect his/her emotions and hence his/her emotional trust on the trustee. Holmes et al. [1991] likens emotional trust to an emotional security which enables someone to go beyond the available evidence and feel assured and comfortable about relying on a trustee.

Cognitive. The cognitive aspect of trust is defined as trust based on reason and rational behavior [Lewis and Weigert 1985; Kuan and Bock 2005]. According to the social capital theory [Coleman 1988], three forms of social capital can affect cognitive trust: information channels, norms and sanctions, and the trustee's obligations to the trustor. Additionally, the social relation structures within networks and the strength of the ties between members can impact the trustor's cognitive trust of the trustee [Granovetter 1973]. Specifically, positive referrals within the relations of social networks increase cognitive trust in the trustee [Komiak and Benbasat 2004; Kuan and Bock 2005]. Mollering [2002] suggests that cognitive trust precedes emotional trust, and that emotional trust leads to the formation of favorable or unfavorable expectations of the trustee.

Institutional. The institutional trust is trust as a result of an institution providing an environment that encourages cooperation between members and penalizes misbehaviors [Lewis and Weigert 1985]. Such supports can exist at organizational level [Miles and Creed 1995] and at societal level such as legal systems that protect individual rights and property [Fukuyama 1995]. Publius [Waldman et al. 2000] is an example of an application that uses institutional trust to allow users to publish materials anonymously such that censorship of and tampering with any publication in the system is very difficult.

Dispositional. This aspect of trust recognizes that, over the course of their lives, people develop generalized expectations about the trustworthiness of other people [Rotter 1967, 1971]. This is embodied in dispositional trust, which is extended to everyone regardless of whether the trustor has knowledge of the trustworthiness about the trustee or not. Cooperative tendency [Huang 2007], a form of social capital, and genetic predisposition [Sturgis et al. 2010] can be considered to contribute to dispositional trust.

Figure 3 shows three types of trust relationships in an online social network: (a) trust between members of the network, (b) trust between a member and the provided online service, and (c) trust between a member and the service provider. We have so far discussed the different facets for the first type of trust relationship, which is the main focus of this article. There have also been some studies on the other two types of trust relationships.

The trust that exists between a member and the service provided depends on many factors, including the service interface design [Wang and Lu 2010]. For example, in the context of Internet banking, Suh and Han [2002] showed that a customer's perceived ease of use of an interface has a positive impact on his/her perceived usefulness of the system, which in turn has a positive impact on his/her trust in Internet banking. This means the ease of use of social networking sites enhances members' trust in them.

The trust relationship between members and service providers has been studied in the field of business and marketing. For example, Johnson and Grayson [2005] have found that service providers' expertise and service performance lead to cognitive trust. From their study, they defined a model of customer trust in service providers based on cognitive and affective trust.
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The trust relationship of a member with the mediation system on mediated online social networks is defined by both the trust between a member and the service provided and a member and the service provider. Coulter [2002] finds that the relationship between a member and a provided service is moderated by the length of the relationships between the member and the service provider. McLeod and Pippin [2009] study the trust relationships between a member, the service provided, and a service provider in the context of eGovernment. They classify them into two broad categories: system trust, which includes security, privacy, and all the logic aspects, and relationship trust, which includes associated entities and software.

3.3. Properties of Trust

**Context specific.** Trust is context specific in its scope. For example, Mike trusts John as his doctor, but he does not trust John as a mechanic to fix his car. So John is trustworthy in the context of seeing a doctor, but he is not in the context of fixing a car. This is different from *trust context*, which normally refers to the environment in which the trust relationship exists, for example, law enforcement, insurance, and social control [Toivonen et al. 2006]. The context-specific nature of trust is discussed in social and psychological sciences [Rousseau et al. 1998].

**Dynamic.** Trust can increase or decrease with new experiences (interactions or observations) [Staab et al. 2004]. It may also decay with time. New experiences are more important than old ones, since old experiences may become obsolete or irrelevant with time. This property of trust is extensively modeled in computer science. Various techniques are used for modeling this dynamicity, for example, aging of old interactions in Wishart et al. [2005], Kamvar et al. [2003], and von Laszewski et al. [2005], giving more weight to recent interactions in Song et al. [2005], and Zhang and Fang [2007] and using only the most recent interaction in Jurca and Faltings [2003]. In some models, such as PeerTrust [Xiong and Liu 2003, 2004], users are allowed to choose the temporal window for dynamic aging of old interactions/experiences as per their need. In others, such as PowerTrust [Zhou and Hwang 2007], trust computation is performed periodically to ensure that the computed trust values are up-to-date.

**Propagative.** Trust is propagative, in that if Alice trusts Bob, who in turn trusts John, whom Alice does not know, Alice can derive some amount of trust on John based on how much she trusts Bob and how much Bob trusts John. This is not to say, however, that trust is transitive. Because of its propagative nature, trust information can be
passed from one member to another in a social network, creating trust chains. It is
the propagative property of trust that is being used in Josang et al. [2003], where
a recommendation system is used to allow trust propagation according to explicit
conditions. Propagation of trust along social network chains is similar to the “word
of mouth” propagation of information for humans [Abdul-Rahman and Hailes 2000].
Propagation is the most studied property of trust. Various trust models [Schillo et al.
2000; Mui et al. 2002; Sabater 2002; Yu et al. 2004] have used this property. Similarly,
literature based on the FOAF (Friend-Of-A-Friend)\(^1\) topology are all based on the
propagative nature of trust.

Non-transitive. Generally, trust is not transitive [Christianson and Harbison 1996;
Yu and Singh 2000]. If Alice trusts Bob and Bob trusts John, this does not imply that
Alice trusts John. Transitivity implies propagation, but the reverse is not true. Un-
fortunately, the propagative nature of trust is sometimes confused with the transitive
nature of trust in the literature, for example, Josang et al. [2003].

Composable. Propagation of trust and distrust along social chains allows a member
to form some trust on a member not directly connected to her. However, when several
chains recommend different amount of trust for a member, then the trustor needs to
compose the trust information. For example, Bob is recommended to Alice by several
chains in her network. In this case, Alice needs to compose the trust information re-
ceived from different chains to decide whether she can trust Bob. This is potentially
difficult if the information is contradictory. The composability of trust provides another
way of computing trust in social networks [Golbeck 2005b]. Richardson et al. [2003] use
the concept of an openly defined composition function to evaluate trust based on com-
posability of trust. Golbeck [2005b] proposes a trust composition function based on
the structure of trust relationships. Typically, models that employ propagation feature
of trust also employ the composition feature to utilize propagated trust values from
several trust chains in making trust decisions, for example, Zuo et al. [2009].

Subjective. In general, trust is subjective. For example, Bob gives an opinion about a
movie. If Alice thinks Bob’s opinions are always good, she will trust Bob’s review. How-
ever, John may think differently about Bob’s opinions and may not trust the review.
The subjective nature of trust leads to personalization of trust computation, where the
biases and preferences of the trustor have a direct impact on the computed trust value.
Various trust models consider personalization of trust [Walter et al. 2009; Sabater
and Sierra 2005; Wang and Vassileva 2007]. Jackson [1999] stresses the importance of
personalized trust in social and organizational relations. In computer science, personal-
ized trust has been studied in Zacharia and Maes [2000], Sabater [2002], and Yu et al.
[2004] among others. Based on sociological studies of human behavior [Granovetter
1985; Castelfranchi et al. 1998], Mui et al. [2002] argue that a person is likely to have
different levels of trust in the eyes of others, relative to the embedded social network.

Asymmetric. Trust is typically asymmetric. A member may trust another member
more than s/he is trusted back. However, when both parties are trustworthy, they
will converge to high mutual trust after repeated interactions. Conversely, if one of
the members does not act in a trustworthy manner, the other member will be forced
to penalize him/her, leading to low mutual trust. Asymmetry can be considered a
special case of personalization. Asymmetry occurs because of differences in peoples’
perceptions, opinions, beliefs, and expectations. The asymmetric nature of trust has
been identified in various hierarchies within organizations [Yaniv and Kleinberger
2000].

Self-reinforcing. Trust is self-reinforcing. Members act positively with other members
whom they trust. Similarly, if the trust between two members is below some threshold,
it is highly unlikely that they will interact with each other, leading to even less trust on each other [Yu and Singh 2000]. This aspect of trust has received comparatively less attention in the literature.

**Event sensitive.** Trust takes a long time to build, but a single high-impact event may destroy it completely [Nepal et al. 2010a]. This aspect of trust has received even less attention in computer science.

### 3.4. Trust Models

Various trust models have been proposed in the literature. The techniques used can be broadly classified into statistical and machine learning techniques, heuristics-based techniques, and behavior-based techniques. Statistical and machine learning techniques focus on providing a sound mathematical model for trust management. Heuristics-based techniques focus on defining a practical model for implementing robust trust systems. Behavior-based models focus on user behavior in the community.

Bayesian systems [Mui et al. 2002; Josang and Ismail 2002] and belief models [Josang 2001; Yu and Singh 2002; Josang et al. 2006] are the major examples of purely statistical techniques. Typically, in Bayesian systems, binary ratings (honest or dishonest) are used to assess trust by statistically updating the beta probability density functions. In a belief model, a consumer’s belief regarding the truth of a rating statement is also factored into the trust computation. The techniques for combining beliefs vary. For example, Dempster-Shafer theory is employed in Yu and Singh [2002], while subjective logic is used in Josang [2001] and Josang et al. [2006]. Solutions based on machine learning typically exploit techniques such as Artificial Neural Networks (ANNs) and Hidden Markov Models (HMMs) for computing and predicting trust. For example, Song et al. [2004] use HMM for evaluating recommender trust, and ElSalamouny et al. [2010] propose a discrete HMM-based trust model. Since both statistical solutions and machine learning solutions are highly complex, researchers have moved towards heuristics-based solutions. These solutions, such as Xiong and Liu [2004] and Huynh et al. [2006], aim to define a practical, robust and easy to understand and construct trust management system. Malik et al. [2009] present a hybrid solution defining key heuristics and a statistical model (HMM) for reputation assessment.

Adali et al. [2010] present a behavior-based model, where trust is evaluated based on the communication behavior of members in a social network. Behavioral trust is evaluated based on two types of trust: conversation trust and propagation trust. Conversation trust specifies how long and how frequently two members communicate with each other. Longer and more frequent communication indicates more trust between the two parties. Propagation trust refers to the propagation of information. Propagating information obtained from one member to various other members indicates that a high degree of trust is being placed on the information and, implicitly, its source.

### 4. SOCIAL NETWORKS

As mentioned in the Introduction, a social network is described as a social structure made of nodes connected by edges that represent one or more specific types of interdependency [Barnes 1954]. Nodes represent individuals, groups, or organizations, while the connecting edges are relations like values, ideas, friendship, trade, etc. Figure 4 shows an example social network, looking at a specific person: Alice. The nodes represent people, the edges relationships amongst them. This specific network depicts Alice’s relationships with different people. Still focused on Alice, a different social network could be constructed for depicting her interests and hobbies (nodes in that case would include interests and hobbies). These two networks could in fact be combined to depict both information in one network.
Social networks can be used for analyzing complex relationships in a variety of disciplines, including anthropology, biology, communication studies, economics, geography, information science, organizational studies, social psychology, and sociolinguistics. The concept of social networks has evolved over the years, and now social network analysis is a paradigm with its own theoretical statements, methods, software, and researchers. Studies have been done on different aspects of social networks and how they are affected by external factors. With the evolution of technology, Web-based social networks have proliferated (see Figure 5\textsuperscript{2}). Currently there are hundreds of social networking

\textsuperscript{2}http://www.idfive.com/.
sites operational in the World Wide Web. We next discuss issues raised by technological advances to research in social networks and social network analysis.

Wellman [2004] explores the advent of the Internet and its effect on social connections. In the early days of the Internet, there were two conflicting views. The utopian view considered that the Internet would significantly enhance social connections and create opportunities for new connections, thereby extending one's social network. In contrast, the dystopian view was that connections formed via the Internet were not real nor authentic; therefore, the Internet would serve to further alienate people from their community and society. Studies conducted over the years show that neither of these views has merit. Over the years, the Internet has become part of people's lives. It has not diminished social connections but has enhanced them with frequent communication. It has served to maintain strong connections and make weak connections stronger. Online-only connections are not common. People who first interact via online medium often find ways to connect in the real world. In this respect, the Internet/online world is part of the real world. The Internet is becoming another means of communication integrated into the regular patterns of social life. It has fostered “individual connectivity”, that is, the Internet and new communication technologies are helping people to personalize their own communities. This is neither a dystopian loss of community nor a utopian gain, but rather a complex, fundamental transformation in the nature of community from groups to social networks.

Wellman [1996] shows how social network analysis might be useful for understanding how people relate to each other through computer-mediated communication. Similar to real-life social networks, Computer-Supported Social Networks (CSSNs) provide a basis for social support. CSSNs encourage both specialized and multiplex relationships and also result in strong ties in relationships between participants. Social networks are of two types: (i) densely knit social networks, in which members have frequent communication and are tightly bounded, and (ii) sparsely knit, loosely bounded networks, where only few members have frequent and direct communication with each other. Computer networks support both types of social networks. Wellman [1996] shows that CSSNs successfully help maintain strong, supportive ties of work and community, and they foster an increase in the number and diversity of weak ties. They are especially suited to maintaining intermediate-strength ties between people who cannot see each other frequently. Online relationships are based more on shared interests and less on shared social characteristics. Although many relationships function offline as well as online, CSSNs are developing norms and structures of their own. CSSNs have given rise to the now popular Web-based social networks as can be seen in Figure 5.

In this section, we first discuss properties of social networks as defined in various disciplines; then, we discuss the importance of trust in these networks.

4.1. Properties of Social Networks

Homophily. Sociologists, [McPherson et al. 2001] analyze hundreds of studies of homophily in social networks. Homophily is the tendency of individuals to associate and bond with similar others, which means that people’s personal networks tend to be homogeneous with regard to many socio-demographic, behavioral, and intra-personal characteristics. Homophily limits people’s social worlds in a way that has powerful implications for the information they receive, the attitudes they form, and the interactions they experience. In their work, McPherson et al. review different types of network relationships that are considered homophilous, the different dimensions on which similarity induces homophily, the sources of homophily, that is, social structures that induce propinquity among similar others, and the cognitive processes that make communication between similar others more likely. They also identify that the patterns of homophily tend to grow stronger if two people are connected by multiple forms
Homophily are of two types [Lazarsfeld and Merton 1954]: (i) status homophily, based on ascribed status such as race, ethnicity, age, religion, education, occupation, etc., which means that individuals with similar social status characteristics are more likely to associate with each other, and (ii) value homophily, based on values, attitudes, and beliefs, that is, a tendency to associate with others who think in similar ways, regardless of differences in status. Homophily in social networks is analogous to the phenomenon of “echo chamber” in media [Jamieson and Cappella 2009].

Small-world phenomenon. There are two different views on the “small world” phenomenon in social networks. Milgram, the original developer of the “small-world problem”, famously identified “six degrees of separation” between any two people in the world [Milgram 1967]. Watts [2003] later investigated the “small-world problem” in the modern computerized world, where small world networks were assumed to be everywhere (e.g., online social networks; email networks; networks of movie stars, boards of directors, and scientists; neural networks; genetic regulatory networks, protein interaction networks, metabolic reaction networks; World Wide Web; food Webs; etc.). Although the study suffered very low chain completion rates, the average length of completed chain (4) corresponded to Milgram’s study (6). These works view our world as a “small world”, where everyone is connected to each other with a small chain of average 6 people in-between. Another view is that instead of being one highly connected small world, our world consists of many loosely connected and some disconnected small worlds. Kleinfeld [2002] reviews several studies conducted on the “small world problem” and its variations. He reveals low chain completion rates in almost all of the experiments, suggesting that a vast majority of people in the world are very disconnected, contrary to the believers of “small world”. In addition, one recurring conclusion in these studies is that connections are weak outside racial, socio-economic, and geographic boundaries. This reinforces the homophilous nature of social networks that allows creation of these numerous small worlds.

4.2. Importance of Trust in Social Networks

Web-based social networks are a special form of social networks that have grown in numbers and scope since the mid 1990s [Golbeck 2005b]. Web-based social networking has given rise to numerous online communities and has become a mainstream communication medium for individuals and organizations [Golbeck 2007]. This is evident from the popularity of social networking sites such as Facebook3 and MySpace4 for creating personal and commercial pages. This popularity has been a driving force for generating a large number of social networks on the Web targeting specific communities of interest. Social networking sites provide a forum for their members to connect with other members in the networks and share hobbies, opinions, and life experiences, including daily activities. Many of these social networking sites are built with the aim of connecting as many people as possible.

The concept of FOAF is prevalent in many social networks [Mika 2007]. The underlying assumption behind this concept is that the relation “friendship” is transitive. The foundation of every friendship is trust. Thus, the FOAF relationship indirectly implies that trust is also transitive in the social networks. However, as discussed earlier, trust is propagative, not transitive. We might trust someone, but may not be sure about his or her friends. Therefore, there is an inherent risk to the private data of the members in such social networks due to the underlying assumption of implicit trust in the FOAF relationship. Such dangers in social network sites have been experienced and exposed in recent times as reported in Dwyer et al. [2007] and Young and Quan-Haase

3http://www.facebook.com/
4http://www.myspace.com/
The lack of trust in the social networks goes against their vision of connecting like-minded people, as members may not feel comfortable to express their opinions and share ideas. Users trusting each other, working, and interacting with each other is the real source of power and growth for any community. Therefore, trust becomes a critical factor in the success of these communities.

Another concept studied in social networks in the context of trust is tie strength and relationships. Granovetter [1973] introduces the concept of tie strength in relationships. Tie strength is characterized by time, emotional intensity, intimacy, and reciprocity. Strong ties indicate the circle of trusted people with whom one has already established a trusted relationship, whereas weak ties point to mere acquaintances. Gilbert and Karahalios [2009] apply the concept of tie strength to social media data, specifically to Facebook datasets, and map the friendships between members into strong or weak ties using binary modes, that is, the relationship is categorized as either strong or weak. However, in reality, a tie strength can fall anywhere along the spectrum from weak to strong. To address this issue, Xiang et al. [2010] propose an unsupervised method to infer a continuous-valued relationship strength in social networks. The concept of tie strength has been applied and studied for different applications such as transfer of knowledge [Levin et al. 2004]. Though it is not explicitly mentioned, tie strength is one of the important dimensions for understanding trust in social networks, as a strong tie implicitly defines the trust relationship. Deriving a trust model based on tie strength is an interesting area of future research.

Social trust computation has other applications as well. Golbeck [2006a] uses social trust and provenance information for semantic Web content filtering. Schneider [2009] employs social trust to improve security with the deployment of a distributed software system on top of an embedded platform. Zarghami et al. [2009] introduce a metric, the T-index, to estimate a user’s trustworthiness for making recommendations. This index is similar to the h-index in the research community.

5. SOCIAL CAPITAL AND SOCIAL TRUST

In this section, we first define social capital and then differentiate between social capital and social trust. We follow with a discussion of how social trust can be derived from social capital. This provides the foundation for the reviews in the next three sections.

5.1. What is Social Capital?

There is no universal agreeable definition of social capital due to ideological reasons. Specific definitions of social capital are influenced by their discipline of origin (e.g., social science, political science, etc.) and the level of observation (e.g., at the individual or household level, at the group, community, or neighborhood level, at the regional or national level). A good introductory summary of social capital and a considerable number of definitions can be found in Claridge [2004]. As our focus is on social networks, we consider social capital from that perspective only.

Social capital refers to the collective value associated with a social network. Various approaches for measuring it have been proposed in the literature. Nahapiet and Ghoshal [1998] propose to measure social capital along three dimensions: structural (patterns of social interactions between actors), relational (the relationships between the actors), and cognitive (shared representations, interpretations, and systems of meaning among actors). Mobius and Quoc-Anh [2004] suggest that social capital could be defined as either preference based (directed altruism) or cooperative (repeated interactions between pairs or groups of actors). Brunie [2009] studies social capital through three dimensions: relational (ability of a member to mobilize social contacts in order to obtain valued resources), collective (resource to facilitate cooperation at group level), and generalized (values and attitudes that influence how people relate to each other.
and that predispose them to cooperate, trust, understand, and empathize with each other. All these approaches are applicable to social networks. However, we follow Brunie’s definition from the collective dimension as it considers social capital from the perspective of the whole community. Brunie [2009, page 255] defines the social capital from the collective perspective as follows.

“... a collective resource that facilitates cooperation at the small group level... no longer resides with an individual but exists through relationships between actors... is based on the density of interactions...”

It is clear from this definition that interactions play an important role in defining and measuring social capital. In an online community, social capital refers to the value derived from the interactions that provide support for bonding between like-minded people. We thus define the social capital of an online community as the density of interactions that is beneficial to the members of the community. Our definition is in line with Putnam’s [2000] view that refers to social capital as a resource that can be drawn on by individuals through building up connections with others in social and community groups. Our definition has two important elements: (a) the number of interactions and (b) the nature of interactions. Social capital is low if the number of interactions among members is high, but the nature of these interactions is not beneficial to individuals.

5.2. Social Capital versus Social Trust

Social trust is considered an important aspect of social capital that represents the cooperative infrastructure of a society [Coleman 1988; Putnam 1995]. Social scientists focus on increasing social trust through investment in human capital [Huang 2007]. The distinctions between social capital and social trust have sometimes been blurred in the literature. For example, Paldam [2000] defines social capital as the quantity of trust a member has in other members in the society. This type of definition does not distinguish social capital from social trust. Social trust is an important element of social capital, but they are not the same. This distinction is clear in the publication of Putnam’s work on Bowling Alone [Putnam 2000, 1995]. Putnam [1995, page 67] defines social capital as follows.

“By analogy with notions of physical capital and human capital—tools and training that enhance individual productivity—‘social capital’ refers to features of social organization such as networks, norms, and social trust that facilitate coordination and cooperation for mutual benefit.”

This definition implies that social capital encompasses much more than social trust [Alesina and La Ferrara 2002]. According to Putnam’s theory, there is a presence of social capital in the community when the members in the community exhibit good behavior. Good behavior is only possible if there is trust among the members. While not equivalent, social trust and social capital are interconnected in many ways and build on each other.

Huang [2007] examines the role of individual cooperative tendencies in generating social trust. He studies the relationship between social trust and human/social capital with a focus on how human capital could be cultivated to increase social trust. The work is based on the premise that individuals differ in their predisposition to cooperate. Some people are inherently more trusting than others, such as altruistic people who help others without calculating personal gain. Such people are referred to as having a “cooperative tendency”. Cooperative tendency is considered to be a component of human capital that is costly to cultivate but yields a stream of returns in the future (especially in increasing social trust). When more people have higher cooperative tendencies in a
society, they are more trusting, and hence the social trust of the society is higher. Based on the notion of cooperative tendencies, Huang [2007, page 554] writes:

“...Social trust in a group is equal to the perceived trustworthiness of a typical member or the average trustworthiness of all members, characterized by the proportion of cooperative players in the group. The level of social trust is determined by the distribution of cooperative tendency in the group and the specific game features, which is why it varies across players and games...”

Sturgis et al. [2010] study the possibility of genetic and environmental basis for social trust. They analyze data collected from samples of monozygotic and dizygotic twins to estimate the additive genetic, shared environmental, and nonshared environmental components of trust. The results show that the majority of the variance in a multi-item trust scale is accounted for by an additive genetic factor. The environmental influences experienced in common by sibling pairs have no discernible effect; the only environmental influences appear to be those that are unique to the individuals. This is in contrast to the common theories that development of social trust is influenced by social-developmental and political/institutional features of individuals and societies and can somehow be instituted in individuals in their early life (i.e., the view taken by works such as Huang [2007]).

5.3. Computing Social Trust from Social Capital
We capture the process of computing social trust from the social capital in an online community in Figure 6. The first step for a user in an online community is to create a
A Survey of Trust in Social Networks

personal profile, after registering in the social network. This profile typically contains personal details the user would like to share with other members in the community (e.g., contact details, hobbies, etc.). The second step is to create a personal identity, through the choice of a screen name, an avatar/image, specific friends to invite, etc. The third step is to interact with other members of the community, thereby contributing to the social capital. Interactions could be in the form of providing information or providing comments on the information or comments on the other members’ comments [Liu et al. 2008]. The last step is to compute the social trust from the social capital, which can in turn be used to improve the social capital of the network through recommendation systems [Chen and Chen 2001; Herlocker et al. 2000; Manikrao and Prabhakar 2005].

As shown in the figure, deriving social trust can be seen as consisting of three steps: (i) trust information collection, (ii) trust evaluation, and (iii) trust dissemination. We now review the literature from the perspective of these aspects.

6. TRUST INFORMATION COLLECTION MODELS

In social networks, trust information can be collected from three main sources: (i) attitudes, (ii) behaviors, and (iii) experiences.

**Attitudes.** Attitude represents an individual’s degree of like or dislike for something. Attitudes are generally positive or negative views of a person, place, thing, or event. People can be conflicted or ambivalent toward an object, meaning they can simultaneously possess both positive and negative attitudes toward the item in question. Attitudes are judgements developed on the affect, behavior, and cognition model. An affective response is an emotional response that expresses an individual’s degree of preference for an entity. A behavioral intention is a typical behavioral tendency of an individual. A cognitive response is a cognitive evaluation of the entity that constitutes an individual’s beliefs about the object. Most attitudes are the result of either direct experience or observational learning from the environment. Unlike personality, attitudes can change as a result of experience. Jones [1996] argues that trust is a form of affective attitude. Dohmen et al. [2006] report from a survey that attitudes are transmitted from parents to children, indicating that attitudes can represent the dispositional aspect of trust.

The attitude information is derived from a user’s interactions. For example, a user expresses a positive/negative view towards an activity, a service, or a process during an interaction with another member in the community. Such attitude information is typically captured using Likert-type scales [Likert 1932]. Helbing [1992] develops Boltzmann-like mathematical models for attitude formation in social networks. Relatively little research effort has been focused on using attitude information to derive trust. This thus remains an important area for future research.

**Experiences.** Experiences describe the perception of the members in their interactions with each other. Experience information can be implicit or explicit. Explicit experiences are direct first-hand interactions with another member. Feedback mechanisms are tools for reflection on direct user experiences. Experiences may affect attitudes or behaviors. Positive experiences encourage members to interact frequently in the community, leading to a change in behavior. They may also lead to changes in attitudes and make the member more receptive towards similar information.

In computer science, a number of experience-based trust management frameworks have been proposed, for example, [Klos and La Poutré 2005], [Yang et al. 2007], and [Wang et al. 2007]. Most of these trust models, such as PowerTrust [Zhou and Hwang 2007] and PeerTrust [Xiong and Liu 2004], are based on feedback. The feedback
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mechanism is specifically designed to capture a member's experience interacting with the other member. Reviews such as Mui [2003], Sabater and Sierra [2005], and Josang et al. [2007] discuss trust models ranging from Bayesian networks to belief models, all based on user feedback/experiences. Paradesi et al. [2009] present an integrated trust model for Web service composition. This model progressively updates the belief of users of a particular Web service when the feedback is available. However, the foundation of this model is users' feedback/experience rather than their behavior. All reputation based trust management models utilize user experience as the main source of trust information. Experiences provide one aspect of trust information in social networks and need to be considered along with the other aspects, namely, attitudes and behaviors.

Behaviors. Behaviors are identified by patterns of interactions. For example, if a member is a highly active participant and suddenly stops participating, this change in behavior is noticeable and might imply that this member's trust of the community or with the member(s) with whom he/she had been frequently interacting with has decreased. Findings and observations on behavioral aspects of users have been widely reported in Psychology, social science, behavior science and design systems, for example, Zajonc [1980] and Romer [2000]. The behavior of individuals in a society reflects much more about them than simply their past experience. Therefore, user behaviors provide an interesting aspect to trust in online communities.

Helbing [1994] proposes Boltzmann-like mathematical models for attitude formation and individual behaviors in social networks. Caverlee et al. [2008] propose tracking user behavior over time to encourage long-term good behavior and penalize bad/misbehavior in social networks. Based on the results of a survey, Yan et al. [2008, 2009] propose a trust model based on usage behaviors for mobile applications. The model assumes that users' perception leads to their intention, which results in their behavior. Nepal et al. [2010a] also make this assumption in their work, in which they use a Boltzmann-like equation for capturing the effect of sudden events in consumers' behavior and reflect it in the trust assessment. Adali et al. [2010] propose algorithmically quantifiable measures of trust based on communication behavior of members in a social network, with the premise that trust results in likely communication behaviors which are statistically different from random communications. Identifying such trust-like behaviors then enables the system to detect who trusts whom in the network.

User behaviors are an important aspect of trust in social networks. Current literature has focused on behaviors separately from the other aspects, namely attitudes and experiences. Future research needs to focus on a combination of all aspects for holistic analysis of trust in social networks.

7. SOCIAL TRUST EVALUATION MODELS
Approaches to trust computation can be roughly categorized as network-based trust models, interaction-based trust models, and hybrid trust models. The majority of the literature leverages on the social network structure.

7.1. Network Structure/Graph-Based Trust Models
Network structures affect the level of trust in social networks. High density in a network (i.e., higher interconnectedness between members) can yield a high level of trust [Buskens 1998]. Increases in both the in-degree and the out-degree in turn increase the level of trust a member can have in another member. The amount of information received is larger if a member receives information from members with a higher in-degree, therefore, receiving information from members with a higher in-degree increases the level of trust. Buskens [1998] draws some observations from his study of
social network structures: (i) members with a higher out-degree have higher levels of trust, (ii) levels of trust increase if members direct their ties more towards members with higher out-degrees, and (iii) while individual centralization (individual in the central location of the network) has a positive effect on the level of trust for the member involved, the average level of trust of all members decreases in the centralization of the whole network. Models that exploit the social network structure are typically based on the concepts of “Web of trust” or FOAF (Friend-Of-A-Friend). A trust network is usually created for each member. It represents the other members in the person’s social network as nodes and the amount of trust he/she has for each of them as the edges. Various approaches are then used to traverse the network and determine trust between any two nodes. These approaches exploit the propagative nature of trust for trust evaluation. We review some of the major works.

Golbeck et al. [2003] propose a method for creating a trust network on the semantic Web by extending the FOAF schema to allow users to indicate a level of trust for people they know. The model specifies 9 levels of trust from “distrusts absolutely” to “trusts absolutely”. Trust can be indicated on a general level or for specific areas (contexts). Users can specify multiple specific trust levels for the same entity/person for different contexts. The model uses an ontology to define different trust levels for the different contexts. The extended/trust-annotated FOAF graph is then used to infer trust values between nodes/people not directly connected to each other. Trust computation is done over the network structure using the weighted edges of the graph. In other work, Golbeck [2005b] proposes TidalTrust for deriving a trust relationship between two people in the social network using the FOAF vocabulary. The approach is based on the premise that neighbors with higher trust ratings are likely to agree with each other about the trustworthiness of a third party. Therefore, for a fixed trust rating, shorter paths have a lower average difference and higher trust ratings have a lower average difference. Zhang et al. [2006] expand Golbeck’s trust model to include pairwise trust ratings and reliability factors of the entities in the network, using an edge-weighted graph to calculate trust. First, the similarity of two raters is calculated by comparing the ratings provided by them for the same provider. It is then employed to decide which neighbor’s recommendation to follow. Comparing two recommendations, the recommendation from a rater that is more similar to the trustor will be chosen.

Ziegler and Lausen [2004] propose an approach, called Appleseed, to devise a local group trust matrix in the context of the semantic Web. The motivation for the approach is twofold: to use a partial trust graph exploration and to reduce computational complexity. The approach eliminates the need to explore a global trust graph in most cases, thus helping to reduce the computational complexity by limiting the scope of the computation to a reduced trust graph. Hang and Singh [2010] also employ a graph-based approach for measuring trust, with the aim to recommend a node in a social network using the trust network. The model uses the similarity between graphs to make recommendations. Zuo et al. [2009] propose an approach for computing trust in social networks using a set of trust chains and a trust graph. The model uses a trust certificate graph and calculates trust along a trust chain. In addition, it exploits the composability of trust in the form of fusion of relevant trust chains to form a base trust chain set.

Caverlee et al. [2008] propose a social trust model that exploits both social relationships and feedback to evaluate trust. Members provide feedback ratings after they have interacted with another member. The trust manager combines these feedback ratings to compute the social trust of the members. A member’s feedback is weighted by their link quality (high link quality indicates more links with members having high trust ratings). Kuter et al. [2007] focus on the trust on information obtained from different social channels/ Chains. They propose a Bayesian trust inference model for
estimating the confidence on the trust information obtained from specific sources. In contrast to most “Web of trust” mechanisms that derive data from users’ feedback, Kim [2008] explores building a Web of trust without using explicit user ratings. The model considers a user's reputation (expertise) and affinity for certain contexts/topics as main factors to derive trust connectivity and trust value. For example, user A is interested in reading science fiction novels and watching drama movies. User B writes reviews on movies. User C writes reviews on books. User A trusts user B in the context of movies and C in the context of books. The context can be derived from the user A, B, and C’s activities in the online community. This means a trust value is derived based on the reputation of a provider such as B and C and the affinity of the user to different topics such as movie and book. This provides a much denser “Web of trust”. The approach has three steps: (i) calculating users’ expertise in a certain topic, which involves calculating the quality of reviews using the reputation of raters and then the reputation of writers, (ii) calculating the users’ affinity to the category: the user affinity to the ratings is derived from the average number ratings and reviews provided by them in each category, and (iii) deriving degree of trust: the trust is derived from the user's affinity to the topic and another user's expertise on the topic.

Maheswaran et al. [2007] propose a gravity-based model for estimating trust. The trust model has two stages: first, the strengths of the friendships are recomputed along with the extent of the trusted social neighborhood for each user. This is based on the user's annotations of the connections s/he has with others with trust values or constraints. Second, the social neighborhood is used to compute the effective trust flow for users not in the social neighborhood. The model is based on the presumption that social relationships change over time and social relations may impose constraints on the trust relationships. The model also includes provenance of trust in social networks, where a user can ask questions about the trust value given by the underlying system.

Approaches that leverage network structures to compute trust capture one aspect of trust computation, namely, how members are related to each other and how trust flows through their network. They fail, however, to capture actual interactions between members. The volume, frequency, and even the nature of interaction are important indicators of trust in social networks. We now discuss trust models that take interactions as the basis for trust evaluation.

7.2. Interaction-Based Trust Models

In contrast to the models presented in the last section, some trust models in the literature only use interactions within the network to compute social trust. Liu et al. [2008] propose an approach for predicting trust in online communities using the interaction patterns/behaviors of the users. They identify two types of taxonomies representing user actions and possible interactions between pairs in the community: (i) user actions taxonomy for shared data such as reviews, posted comments, rating, etc., with metrics such as number/frequency of reviews, number/frequency of ratings, average length/number of comments given to reviews; and (ii) pair interactions taxonomy for different possible interactions/connections that could happen between two users, for example, connections between writers and raters, writers and writers, and raters and raters. The model also considers the time difference between two users' respective actions which form the connection, called the “temporal factor”. They describe a supervised learning approach that automatically predicts trust between a pair of users using evidence derived from actions of individual users (user factors) as well as from interactions between pairs of users (interaction factors). These factors are then used to derive the corresponding features to train classifiers that predict trust between pairs of users.

Nepal et al. [2011] propose STrust, a social trust model based only on interactions within the social network. The model consists of two types of trust: the popularity
trust refers to the acceptance and approval of a member in the community, representing the trustworthiness of the member from the perspective of other members in the community; and the engagement trust refers to the involvement of the member in the community, representing the trust the member has towards the community. Popularity trust is derived from metrics such as how many members follow, read, and provide positive feedback on the member's posts. Engagement trust is derived from metrics such as how frequently the member visits the site/network, how many members s/he follows, and how many posts s/he reads and comments on. A combination of popularity trust and engagement trust forms the basis for determining the social trust in the community. The model aims to increase the social capital of the community by encouraging positive interactions within the community and, as a result, increase the social trust in the community.

Similarly, Adali et al. [2010] evaluate trust based on communication behavior of members in a social network. Behavioral trust is calculated based on two types of trust: conversation trust and propagation trust. Conversation trust specifies how long and/or how frequently two members communicate with each other. Longer and/or more frequent communication indicates more trust between the two parties. Similarly, propagation of information obtained from one member to other members in the network indicates high degree of trust placed on the information and implicitly on the member that created the information.

Interaction-based social trust models consider interactions in the community to compute trust, but ignore the social network structure. Social network structure provides important information about how members in a community relate to each other and is a significant source of information for social trust computation. Therefore, social trust models should consider both graph structures and interactions within the social networks to compute social trust. These models can be considered to be hybrid models. We discuss these models next.

### 7.3. Hybrid Trust Models

Hybrid trust models use both interactions and social network structure to compute social trust. Trifunovic et al. [2010] propose such a social trust model for opportunistic networks. Opportunistic networks enable users to participate in various social interactions with applications such as content distribution and microblogs. The model leverages the social network structure and its dynamics (conscious secure pairing and wireless contacts) and proposes two complementary approaches for social trust establishment: explicit social trust and implicit social trust. Explicit social trust is based on consciously established social ties. Each time two users interact, they exchange their friend lists and save them as friendship graphs. Trust is calculated on the friendship graph with a direct link/friend having the highest trust value of 1. As the number of links between two users grows, trust decreases proportionately. Implicit trust is based on frequency and duration of contact between two users. It uses two metrics: familiarity and similarity of the nodes. Familiarity describes the length of the interactions/contacts between the two nodes. Similarity describes the degree of coincidence of the two nodes' familiar circles. In this model, explicit social trust evaluation is based on network structure whereas implicit trust evaluation is based on user's interactions in the network. This work considers only the duration and frequency of interactions. However, the nature of interactions is an important indicator of trust between two members. If two members interact frequently but the interaction is negative, for example, they are having an argument, then this does not indicate trust between the members. In such cases also, this model would consider trust to be high. The literature on hybrid social trust models is limited. This presents an interesting area for further research.
8. TRUST DISSEMINATION MODELS

There could be many ways of disseminating trust information. Recommendation is one approach for trust value dissemination within a social network. Visualization is another approach. We discuss each in turn.

8.1. Trust-Based Recommendation Models

Trust-based recommendation usually involves constructing a trust network where nodes are users and edges represent the trust placed on them. The goal of a trust-based recommendation system is to generate personalized recommendations by aggregating the opinions of other users in the trust network. Recommendation techniques that analyze trust networks were found to provide very accurate and highly personalized results. Hang et al. [2010] use a graph-based approach to recommend a node in a social network using similarity in trust networks. Massa and Aversani [2007] propose a trust-based recommendation system where it is possible to search for trustable users by exploiting trust propagation over the trust network. Andersen et al. [2008] explore an axiomatic approach for trust-based recommendation and propose several recommendation models, some of which are incentive compatible (i.e., malicious members cannot entice other members to provide false/misleading trust information and trust links because it is always in the interest of the member to provide factual information).

Hess [2006, 2008] extends trust-based recommendations for single items such as movies to linked resources. For this purpose, she builds a second type of network, called a document reference network. Recommendations for documents are typically made by reference-based visibility measures which consider a document to be more important if it is often referenced by important documents. Document and trust networks, as well as networks such as organization networks, are integrated in a multilayer network. This architecture allows for combining classical visibility measures with trust-based recommendations, giving trust-enhanced visibility measures.

Trust-based recommendation techniques provide a way of disseminating trust information within a social network. However, the social network providers would prefer to have a bird's-eye view of trust in the social network at any point in time. Trust visualization provides this mechanism for trust dissemination at network level. We discuss these models in the next section.

8.2. Visualization Models

Visualization of trust connections as a graph is another means for disseminating trust information. Graphs show the strength of connection between two nodes, meaning the connection routes between two nodes: a higher number of connections means a closer relationship. Many social network visualization tools are available in the Internet, such as SocNetV⁶ (Social Network Visualization), NetVis⁷ (Network Visualization) and Graphviz⁸ (Graph Visualization) among others.

Vigas and Donath [2004] propose an alternative approach for visualization of social networks representing the frequency of connections over time (referred to as PostHistory). The authors observe the connections of participants using their email TO and CC headers. The application has a calendar and a panel to display the contacts. For each point in time (day in calendar), the contacts panel shows the contacts that are most frequently in touch. In contrast to graph visualizations that demonstrate the strength of connection between members in a social network, this visualization depicts the frequency of connection between the members. In a similar way, trust connections along

with the amount of trust between members can be visualized using graphs. O’Donovan et al. [2007] propose a model that extracts negative information from the feedback comments on eBay, computes personalized and feature-based trust, and presents this information graphically. The graph shows the trust value and the trust strength calculated based on the number of transactions/comments between two users. Guerriero et al. [2009] propose a trust-based visualization of cooperation context between members. Bimrah et al. [2008] propose a visualization language for trust-related requirements elicitation. The language aims to help in understanding how trust can be modeled and reasoned when developing information systems.

Trust visualization approaches are very useful for the social network providers to analyze and determine the level of trust in the community. It helps them identify the most and least trustworthy members. In addition, the providers can take preemptive action such as introducing new interesting and relevant material/information if the trust level in the community decreases below a certain threshold. Trust visualization allows the provider to control the social network to encourage positive behavior and discourage disruptive behavior.

9. ANALYSIS

Table I shows a comparative evaluation of existing trust literature based on the classification criteria defined in Section 1. Most trust models in computer science use the relational facet of trust with trust based (partially) on direct past interactions. Use of other sociological and psychological facets/aspects such as calculative, emotional, cognitive, institutional, and dispositional in the formation of trust models has been limited. Some of these facets of trust come into play when making trust decisions. In computer science, the focus is on computing trust values, and usually, the trust decision is based on a peer exceeding a certain trust threshold or having the highest trust value. Sociology and psychology have studied the effects of various aspects of trust such as calculative, relational, emotional, and cognitive on the trust decision-making process. These aspects of trust need to be considered in computer science trust decision making, and especially in social networks to reflect the human trust decision-making process.

Similarly, very few models consider the context-specific nature of trust. Specifically, it is important to devise methods for inferring trust from one scope to another; also, it is debatable whether in fact it should be done. For example, a manufacturer releases a new product in the market. People’s trust of the new product will be based on their trust of the existing products of the manufacturer as well as their trust of the manufacturer itself. In this case, it makes sense to infer trust from one context/scope to another. However, in the case of trusting a person as a doctor and trusting him/her as a mechanic, trust may not be transferable. How to identify cases where trust can or cannot be transferred from one context to another is an interesting question. This also raises a related issue of bootstrapping trust, that is, assigning initial trust value to a newcomer in the network. If trust can be inferred from another context, and such trust information is available about the newcomer, then trust inference can be used as a mechanism for bootstrapping. Malik and Bouguettaya [2009] propose various schemes for bootstrapping trust in the Web services domain. In a similar vein, trust bootstrapping needs to be thoroughly examined for the social networks domain.

Table I also shows that various properties of trust have received little attention in the literature, such as asymmetry, self-reinforcement, and event sensitivity. Similarly, the majority of trust evaluation models are based on network/graph structure. Graphs typically consider the volume and frequency of interactions, but neglect an important aspect of social networks, namely duration and intimacy of interactions, and the types of interactions. Since social networks are typically interaction intensive, different types of interactions provide a unique insight into trust formation within the network and
Table I. Comparison of Existing Trust Literature

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PeerTrust-Xiong et al. (2004)</td>
<td>C</td>
<td>Dy, Cx, Sj</td>
<td>LN</td>
<td>E</td>
<td>G</td>
<td>TR</td>
<td>Y</td>
<td>P2P</td>
</tr>
<tr>
<td>Joos et al. (2006)</td>
<td>C</td>
<td>Dy, Pr, Sj</td>
<td>Prob.</td>
<td>BL</td>
<td>G</td>
<td>TR</td>
<td>N</td>
<td>P2P</td>
</tr>
<tr>
<td>Zhang et al. (2006)</td>
<td>S</td>
<td>Pr, Sj</td>
<td>LN</td>
<td>E</td>
<td>G</td>
<td>TR</td>
<td>N</td>
<td>SN</td>
</tr>
<tr>
<td>SUNNY-Kuter et al. (2007)</td>
<td>C</td>
<td>Sj</td>
<td>BN</td>
<td>B</td>
<td>G</td>
<td>_</td>
<td>N</td>
<td>SN</td>
</tr>
<tr>
<td>Maheswaran et al. (2007)</td>
<td>C</td>
<td>Pr, Cx, Sj</td>
<td>LN</td>
<td>E</td>
<td>G</td>
<td>TR</td>
<td>N</td>
<td>SN</td>
</tr>
<tr>
<td>PowerTrust-Dharmarajan et al. (2007)</td>
<td>C</td>
<td>Pr, Sj</td>
<td>BN</td>
<td>E</td>
<td>N</td>
<td>_</td>
<td>Y</td>
<td>P2P, SN</td>
</tr>
<tr>
<td>Caverlee et al. (2006)</td>
<td>S</td>
<td>Dy</td>
<td>LN</td>
<td>B, E</td>
<td>G</td>
<td>TR</td>
<td>Y</td>
<td>P2P, SN</td>
</tr>
<tr>
<td>Liu et al. (2008)</td>
<td>C</td>
<td>Dy</td>
<td>Binary Classification</td>
<td>B</td>
<td>I</td>
<td>_</td>
<td>N</td>
<td>SN, e-commerce</td>
</tr>
<tr>
<td>Yan et al. (2009)</td>
<td>C</td>
<td>Sj</td>
<td>LN</td>
<td>B</td>
<td>_</td>
<td>_</td>
<td>N</td>
<td>MA</td>
</tr>
<tr>
<td>Zuo et al. (2009)</td>
<td>C</td>
<td>Pr, Cp</td>
<td>LN</td>
<td>TC</td>
<td>G</td>
<td>_</td>
<td>_</td>
<td>SN</td>
</tr>
<tr>
<td>Adali et al. (2010)</td>
<td>S</td>
<td>Log</td>
<td>B</td>
<td>G</td>
<td>_</td>
<td>_</td>
<td>N</td>
<td>SN</td>
</tr>
<tr>
<td>Trifunovic et al. (2010)</td>
<td>S</td>
<td>Pr, Sj</td>
<td>LN</td>
<td>B, E</td>
<td>H</td>
<td>_</td>
<td>Y</td>
<td>SN</td>
</tr>
<tr>
<td>Nepali et al. (2011)</td>
<td>S</td>
<td>Sj, Dy, Cx</td>
<td>LN</td>
<td>B</td>
<td>I</td>
<td>_</td>
<td>_</td>
<td>SN</td>
</tr>
</tbody>
</table>

As shown by Table I, trust information collection is typically based on user behavior or user experience. User attitudes also play a significant role in how a member interacts/behaves with other members in the community and can be a source of trust information. User attitude information is specially significant in analyzing interactions within a community. Another relevant aspect is tie strength between members of a social network, as characterized by the amount of time invested, the emotional intensity, and the intimacy between two members of a social network. In any social network, tie strengths between the members could fall anywhere in the spectrum from strong to
weak. Strong tie defines the circle of trusted people with whom a member has already established a trusted relationship, whereas weak ties are merely acquaintances. Intuitively, strong ties indicate the existence of trust in the relationship. However, weak ties are also important. Research [Granovetter 1973] has shown that weak ties are typically the source of new information in a member’s network, but trust of the information may be low since it comes from a weak tie. Similarly, strong ties typically do not lead to new information, but any information originating from strong ties will be trusted more because of the strength of the tie. Tie strength adds a very interesting dimension to understanding trust. Deriving a trust model based on tie strength is an interesting area of future research.

Another area requiring further research in social networks trust is the visualization of trust. As can be seen in Table I, most current trust models use trust-based recommendation as the means for disseminating trust information. This is an effective technique for disseminating trust information within the community. However, the social network providers require a different kind of trust information dissemination. A visualization of trust in the community at a point in time gives a snapshot of the community trust level. Such a visualization could include different types of interactions within the community. This may help the social network provider identify whether there is a need to stimulate the community by providing relevant materials, or by introducing competitions, games, etc. This raises a related issue of sustainability of a social network. At what point, with what level of member engagement and participation can a social network community be considered sustainable? At what level of member participation should the provider intervene? Current literature has typically focused on trust aspects from members’ point of view. There is a need to consider trust from the community provider’s point of view.

Another significant aspect of a trust system is its ability to resist malicious attacks designed to subvert the system. Table I shows that most trust systems designed for P2P systems consider the possibility of malicious attacks. However, most trust systems designed for social networks have ignored the aspect of robustness against attacks. A survey by Josang et al. [2007] also highlights the importance of robustness in trust models. Similarly, recent research [Dwyer et al. 2007; Young and Quan-Haase 2009] has highlighted the lack of privacy in social networks. Privacy concerns prevent many members from freely interacting and contributing in the community, indicating a lack of trust of the service/network/platform and the platform provider. Since the main aim of social networks is to provide a forum for free and unhindered communication, privacy concerns create a major roadblock in achieving this goal. Any social network would therefore need to address the privacy concerns of the members to be unconditionally accepted by its members and ultimately to be successful.

Due to the similar network-based structure of P2P systems and social networks, it may appear as though a trust system developed for a P2P system could be directly implemented and used in social networks. However, these two types of networks differ significantly. In P2P systems, each peer is aiming to look after its own interests, and, typically, the trust system is distributed, that is, each peer computes its trust of other peers individually and shares them with its immediate neighbors. In social networks, the goal is to benefit the whole community with open sharing of information, opinions, and experiences. Therefore, as discussed earlier, various factors such as the type, duration, direction, and strength of interactions play a major role in determining trust in social networks. Typically, individual members would not be bothered about trust computation. Therefore, the social network would need to provide a centralized trust model considering the interactions in the community. Also, member-to-member trust is the focus of peer-to-peer systems, whereas in social networks, trust between the member and the social network service, and trust between the member and the social network
provider are equally important. All of these aspects need to be considered in selecting and developing a trust model in any social network application. Another significant issue in social networks trust management is identification of when a social network community becomes a trust community as defined in Section 1. At what levels of trust between members, trust between members and the service, and trust between members and the provider can the social network be considered a true trust community is a very interesting and challenging question.

10. CONCLUSIONS

We presented a comprehensive review of trust in social networks. We examined the definitions and measurements of trust through the prisms of sociology, psychology, and computer science. This study identified the various facets/aspects of trust as: calculative, relational, emotional, cognitive, institutional/system, and dispositional. The study also identified the various properties of trust: context dependent, dynamic, transitive, propagative, composable, personalized, asymmetric, self-reinforcing, and event sensitive. The self-reinforcing and event-sensitive aspects of trust have received relatively less attention in the literature. Although many aspects of trust have been studied in different disciplines, the study of trust in social networks is still in an early stage. Trust models in social networks can be largely regarded as adaptations of models from other disciplines to social networks. Therefore, trust models in social networks are yet to include most aspects of trust in trust modeling.

We next discussed social networks and their evolution from human to human networks to Web-based social networks. The discussion also covered the properties of social networks, and why trust is important. Understanding the human social networks and their properties provides an insight into Web-based social networks, and how trust can be computed using principles from sociology. The most significant aspect of a social network is its social capital, which refers to the collective value associated with the social network. Social capital can be harnessed to cultivate trust in social networks. We discussed the differences and similarities between social capital and social trust and described an approach to derive social trust from social capital. From this perspective, we identified that trust models for social networks should cover two aspects of trust: sociological and computational. The sociological aspect of trust includes emotion, behavior, attitude, and experience of the members. The computational aspect should provide a notion of capturing and computing these sociological values. We reviewed social trust literature from both of these perspectives. Although a number of solutions have been proposed in the literature, a holistic solution for building trust community in social networks is yet to be developed.
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