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The solution of complex global challenges in the land system, such as food and energy security, requires
information on the management of agricultural systems at a high spatial and temporal resolution over
continental or global extents. However, computing capacity remains a barrier to large-scale, high-
resolution agricultural modeling. To model wheat production, soil carbon, and nitrogen dynamics in
Australia’s cropping regions at a high resolution, we developed a hybrid computing approach combining
parallel processing and grid computing. The hybrid approach distributes tasks across a heterogeneous
grid computing pool and fully utilizes all the resources of computers within the pool. We simulated 325
management scenarios (nitrogen application rates and stubble management) at a daily time step over
122 years, for 12,707 climate—soil zones using the Windows-based Agricultural Production Systems
SIMulator (APSIM). These simulations would have taken over 30 years on a single computer. Our hybrid
high performance computing (HPC) approach completed the modeling within 10.5 days—a speed-up of
over 1000 times—with most jobs finishing within the first few days. The approach utilizes existing idle
organization-wide computing resources and eliminates the need to translate Windows-based models to
other operating systems for implementation on computing clusters. There are however, numerous
computing challenges that need to be addressed for the effective use of these techniques and there
remain several potential areas for further performance improvement. The results demonstrate the
effectiveness of the approach in making high-resolution modeling of agricultural systems possible over
continental and global scales.
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1. Introduction

Agricultural land plays a key part in the global issues of food and
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energy security (Foley et al., 2011). Pressure on land resources is
expected to continue growing in the coming decades as a result of
expanding population, changing food consumption patterns, and
competition from alternative land uses such as biofuel feedstocks
(Foley et al., 2011; Tilman et al., 2009). Risk factors such as climate
change will continue to challenge agricultural productivity in the
major agricultural regions of the world (Luo et al., 2005a). The
response of agricultural systems to these drivers needs to be
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understood and predicted to inform policy for managing land
resources and increasing the resilience of the land system to
various risk factors (Bryan et al., 2010).

Process-based models such as the Agricultural Production
Systems SIMulator (APSIM) (Keating et al.,2003) and Environmental
Policy Integrated Climate Model (EPIC) (Liu, 2009; Williams et al.,
1989) have been increasingly used to simulate aspects of agricul-
tural systems including yields, soil organic carbon, water use effi-
ciency, nitrogen use efficiency, greenhouse gas emissions, and
energy balance (Gaiser et al., 2010; Luo et al., 2011; Paterson and
Bryan, in press). Responses of agricultural systems to changes in
external drivers such as management and climate have also been
predicted (Luo et al., 2005a, 2007). Whilst most of these models
have been designed for and used in simulating plant-environment
processes at high temporal resolution (e.g. daily time step) at the
plot scale, this information is required over large extents to inform
policy. Drivers of the agricultural processes of yield and soil
carbon—such as soil and climatic conditions—vary across the
landscape (Hansen and Jones, 2000; Luo et al., in review). Equally,
agricultural management practices need to be assessed for their
impact on agricultural systems at a fine level of granularity (i.e. what
fertilizer/pesticides to apply, how much and when to apply them,
what cultivars to use etc.). The influence of these practices also
varies with soil and climatic conditions (Akponikpé et al., 2010;
Basso et al., 2010; Goulding et al., 2008; Zhao et al., in review). Thus,
accurate representations of agricultural systems for addressing the
challenges discussed above require the exploration of a high-
dimensional management scenario space (Smit and Skinner,
2002), at high spatial resolution (Bryan et al., 2011; Folberth et al.,
2012), over large areas (Wang et al., 2009). However, applying
high-resolution spatio-temporal process-based models over large
extents presents significant computational challenges (Nichols
et al., 2011). Whilst a single plot-based scenario may be completed
within just minutes, many hundreds of scenarios may be required
over many thousands of spatial units. This cannot be done within an
acceptable time period using traditional computing methods.

One way to meet this computational demand is to process the
simulations in parallel using high-performance computing
approaches (Wang et al., 2011). Cluster and grid computing are the
most common approaches. Clusters use a collection of linked,
homogenous computers working together as a single system with
tasks scheduled through job management software. Nichols et al.
(2011) demonstrated the potential of computing clusters for
modeling agricultural systems, achieving a 40 times speedup in
running 140,000 EPIC simulations concurrently on a Linux-based
computing cluster. However, most agricultural models are built
for the Windows operating systems rather than Linux which is the
most common operating system for large clusters, and non-trivial
costs are associated with translating the software to another
operating system. Grid computing can offer a viable alternative to
clusters for high-throughput computing without the need to
translate Windows-based models to another operating system.

Large organizations can have many Windows-based desktop
computers connected through high-speed networks which, with
significant idle time, commonly operate at only a fraction of their
processing potential (Huang and Yang, 2011). A key advantage of
grid computing is that it can effectively coordinate loosely coupled,
heterogeneous, and geographically dispersed computing resources
over multiple administrative domains to achieve a common
computing goal (Jeffery, 2007; Schwiegelshohn et al., 2010). Grid
computing is highly anticipated by those facing compute-intensive
problems with no access to local clusters (Sulis, 2009) and has been
demonstrated to achieve significant computation efficiencies in
environmental modeling (Fernindez-Quiruelas et al, 2011;
Mineter et al., 2003; Sulis, 2009).

Grid computing attains significant computing efficiencies
through coordinating many idle computers. However, grid
computing alone can still fail to utilize the full processing capacity
of individual nodes in the grid pool. Although many modern
computer workstations are equipped with multi-core CPUs, most
grid middleware can only allocate one serial application to each
node (Huang and Yang, 2011). Parallel programming methods can
run multiple instructions simultaneously and take advantage of
multi-core hardware and accelerate processing in proportion to the
number of CPU cores (Hillar, 2010; Rouholahnejad et al., 2012).
Parallel programming has been frequently demonstrated to
improve the computing efficiency of models (Elaine, 2005; von
Bloh et al., 2010). Embedding parallel programming techniques
into grid computing could also substantially improve the
throughput of grid computing.

In this study, we confronted a computing challenge of executing
more than four million simulations of the APSIM process-based
agricultural systems model. Processing each simulation takes
4 min on a single CPU core. We simulated wheat productivity on
a daily time step over 122 years for 325 management scenarios in
12,707 spatial units covering Australia’s cereal cropping regions. A
hybrid computing approach was developed to distribute tasks to
idle computers in a computing grid via the middleware, Condor.
The approach also employed parallel processing methods to
improve the throughput of grid computing. The agricultural
systems modeling context and workflow of the hybrid computing
approach is provided in the Methods section. The performance of
the hybrid computing approach is presented in the Results section
in addition to some illustrative model outputs. We demonstrate the
potential for high spatial and temporal resolution modeling of
agricultural systems over very large spatial extents for addressing
global challenges affecting the land system such as food and energy
security.

2. Methods
2.1. Study area and spatial units

A range of biophysical factors related to soil and climate determine the
suitability of land for growing wheat (Nicholls, 1997). Suitable conditions prevail
on mainland Australia in an area west of the Great Dividing Range from Central
Queensland through New South Wales and Victoria and on to South Australia
and in the south west of Western Australia. The study area was the area currently
under wheat production buffered by 100 km (ABARE, 2006). We divided the
study area into climate—soil units (CS units) that are relatively homogenous at
the scale of analysis. To define unique climate—soil combinations (CS units), we
identified climate domains by k-means clustering (Hartigan and Wong, 1979) of
relevant climate factors (rainfall; minimum, average and maximum tempera-
ture) and overlaid them with a soil type classification layer (Johnston et al.,
2003) (Fig. 1). Spatial resolution is a key decision in agricultural systems
modeling over large extents (Liu et al., 2007; Luo et al., 2005b; Zwart et al.,
2010). Selecting a spatial resolution for modeling depends on the questions
asked and the scale and confidence in available input data (Adam et al., 2011;
Folberth et al., 2012). Too low a resolution causes homogenization of areas with
meaningful spatial variation. Too high a resolution could lead to over fitting,
a lack of confidence in input data, and present increased computational demand
for little gain in modeling detail. The climate—soil domain separation method
presented here used irregular polygons to define basic modeling units thereby
eliminating the potential redundancies of using raster tessellation (Liu, 2009;
Reidsma et al., 2009). This captured the spatial resolution contained in soil and
climate data whilst minimizing the number of spatial units and resultant
computational load.

2.2. Agricultural systems modeling

APSIM simulates biophysical processes in farming systems (Keating et al., 2003).
We used APSIM version 7.3, including its Wheat, SoilN, SoilWater, and Surface
Organic Matter (SurfaceOM) modules to model agricultural systems in our study
area. The APSIM-Wheat module simulates the growth and development of a wheat
crop on a daily time step in response to weather (radiation, temperature), soil water,
nitrogen, and residue and crop management. The modules of SurfaceOM and SoilN
simulate the decomposition of surface organic matter and the dynamics of carbon
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Fig. 1. Study area and climate—soil units. Each CS unit is demonstrated by one unique color. The cropping area in Tasmania was not included in this study. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

and nitrogen in the soil. The SoilWater module calculates soil water balance. The
APSIM-Wheat module has been widely validated against field and experimental
data under different climate and soil conditions across Australia and in China
(Asseng et al., 1998; Chen et al., 2010b). Numerous studies have applied APSIM in
optimizing agricultural practices (Chen et al., 2010a; Sadras and Rodriguez, 2010),
evaluating the risk of wheat production under climate change scenarios (Ludwig and
Asseng, 2006; Luo et al., 2007, 2005c¢), and in assessing land use and management
options (Bryan et al., 2011, 2008).

APSIM requires detailed climate and soil data. Soil data was sourced from the
Australian Soil Resource Information System (ASRIS). We used the Level 4 data
which provides information on 20 soil properties at five depths. Continental-scale
daily climate data layers at 0.05° spatial resolution and spanning 122 years
(Jeffrey et al., 2001) were sourced from the Australian Bureau of Meteorology (http://
www.bom.gov.au). The daily maximum and minimum temperature, total solar
radiation, rainfall, and evaporation were averaged for each CS unit using these daily
climate layers (Zhao et al., in press). A soil parameter file and climate data files for
each CS unit were stored on a data server (Fig. 2).

To simulate the detailed effects of varying fertilizer, residue, and tillage
management on wheat productivity, soil carbon, and nitrogen dynamics, we
simulated nitrogen application at 13 levels (0—300 kg ha~! in 25 kg ha™!
increments), residue removal rates at 5 levels (0%—100% in 25% increments), and
residue incorporation rates at 5 levels (0%—100% in 25% increments). This totaled
325 (13 x 5 x 5) management scenarios for every CS unit.

2.3. Grid computing and workload management

2.3.1. Grid computing with Condor

Grid computing middleware (e.g. ARC, Condor, gLite, Globus) can utilize the idle
time of computing resources in organizations by coordinating heterogeneous
machines as nodes on a computing grid and allow users to submit requests to
execute applications. Condor, developed at the University of Wisconsin—Madison, is
a mature, open source workload management system (Litzkow et al., 1988). Condor
schedules the timing of jobs and allocates nodes based upon a predefined sched-
uling strategy and priority scheme. Job status monitoring is enabled in real-time
through the regular logging of job outputs, errors, and processing progress.
Condor facilitates high-throughput computing using idle desktop machines in
a process called cycle harvesting. Desktop computer users always have priority of use
on their own machines such that Condor processes will be evicted on detection of
user activity.

Condor has several universe options for running applications in different envi-
ronments. Condor’s standard universe provides checkpointing where jobs can be
submitted to a different node and continued following an interruption using
a checkpoint image—but it does not allow parallel processing. We used the vanilla
universe which allows parallel processing but does not support checkpointing,

leaving interrupted jobs to be restarted from the beginning on another node in the
pool (Condor Team, 2011).

CSIRO’s Condor grid computing pool which contains more than 5000 machines
was used to run APSIM simulations in this study. There are typically around 1800
idle machines during weekends and 2000 machines on weeknights. Jobs are

C Workload manager )
@ @ @ 1@ @ 1@ o 1@ @ @
@ @ @ @ ® @ @ |@ ® @

Condor

Database \

( Python,SQL,R,ArcGIS )

Fig. 2. Structure of the hybrid computing approach, SM (submitting machine), MM
(multi-core machine). ® Copy and run monitoring application to submitting
machines; @ gather logs from submitting machines to workload manager; ® job
description producing and submitting; @ Condor logging to submitting machines; ®
jobs scheduling and data transferring; ® communication between processing nodes
and Condor; @ transfer results back to data server; ® transfer APSIM and input data to
processing nodes; ® import results into database; ® results analysis and visualization.
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normally permitted to run at anytime during weekends but are restricted to the
hours between 6:00pm and 8:00am on weeknights.

The structure of the Condor submission is illustrated in Fig. 2 which demon-
strates the relationships between the workload manager, submitting machines,
Condor, multi-core grid nodes, data server, relational database, and data analysis
tools. These elements are described in detail below.

2.3.2. Task partitioning

There is a workload balance challenge to be addressed when partitioning and
assigning simulations to grid nodes and CPU cores within each node. Task parti-
tioning influences the balance between job size and execution efficiency. Parti-
tioning a smaller number of larger jobs increases the risk of interruption from user
activity in a grid computing environment. Reducing the job size increases the
number of jobs which, in turn, increases the data transfer overheads and the diffi-
culty of job management with restrictions on the maximum number of concurrent
jobs (400) from each submitting machine.

In this study, considering the heterogeneous multi-node, multi-core computing
environment and the average run time of each simulation (about 4 min), the
simulations were partitioned at two levels: at the CS unit level and, within a single
CS unit, at the management scenario simulation level. To minimize the amount of
data transfer, a single CS unit with unique climate and soil data including all
management scenarios was assigned to a single node in the Condor pool. As the 325
management scenarios for a single CS unit require no inter-process communication,
we parallelized the simulations to take advantage of multi-core nodes in the Condor
pool.

2.3.3. Workload management

Condor defines the run time environment using a job submission description file
which comprises a combination of commands and keywords (Fig. 3, left). These
specify the universe, arguments, node requirements, file transfer policy, and other
characteristics of the job. To overcome the limited bandwidth of the submitting
machines, the program and data were stored on a high bandwidth server (Fig. 2). We
transferred only a small batch file to each node (Fig. 3, right) which connects to the
server, downloads both the application and data, runs the simulations, and uploads
the results.

To overcome the operating system limit of 400 concurrent jobs per submitting
machine we submitted the 12,707 jobs using five submit machines (Fig. 2), thereby
running 2000 jobs concurrently. Job description files were produced by the
submitting machine. The submitting machine starts a process for each job to update
and log its state. In this way, Condor logs the progress of each individual job thereby
enabling job failure detection, diagnosis, and resubmission. Nodes with Windows 7
were excluded in this study as the Condor version used could not interrupt multi-
processing jobs on detection of user activity. The job submission workflow is
described in detail in Fig. 4.

A fault-tolerant job management script was developed to coordinate the five
submitting machines. The script monitored and checked the state of all jobs, quickly
released suspended jobs, and resubmitted failed jobs automatically (Fig. 4). The
script compared the Condor queue with the finished and unfinished job list. If jobs
had not finished and were not in the Condor queue, it submitted them; if jobs were
finished but were still listed in the queue, it removed the jobs from the queue. In
order to avoid jobs languishing on slower nodes when faster machines were avail-
able, the script removed jobs which had run for more than 24 h.

2.34. Results management and analysis

In each growing season, there were outputs at three stages: sowing, end of year,
and harvesting. Each output line contains 60 fields. Thus, over 90 billion
(60*3*122*325*12,707) records were transferred back to the data server. A Microsoft
SQL Server 2008 R2 (64-bit) database was used to manage and analyze these model
outputs. A Python script was developed to import the APSIM outputs for each CS unit
(50 MB) using the pyodbc package with bulk insert. Further validation, statistical
analysis, and visualization were conducted with Matplotlib, Numpy, Scipy, R, and
ArcGIS (Fig. 2).

2.4. Full utilization of multi-core nodes with parallel processing

APSIM simulations were run in parallel on multi-core grid pool nodes using
a Python script. The script produces APSIM project files, processes the simulations in
parallel, and collects the results. Each APSIM simulation was specified using an XML
project file which contains parameters. In the script, the master process first
constructs the 325 management scenario simulations for the CS unit using an APSIM
project file template and queues them in a list. It discovers the number of CPU cores
on the node and sets up a pool of worker processors. The script then uses the
Multiprocessing package for the efficient and load-balanced processing of the 325
management scenarios using APSIM. When the simulations have finished, the
master process collects the results (Fig. 4). In order to run the script and the APSIM
model on a heterogeneous computing environment where nodes probably don’t
have APSIM or Python installed, the script and dependent libraries were compiled to
a system-independent executable application using Py2exe.

3. Results
3.1. Condor job execution statistics

The total computing time taken to complete all simulations was
10.5 days. The number of concurrently-running jobs peaked
Saturday night after submission earlier that afternoon (Fig. 5).
There were several processing troughs during working hours on
weekdays and a long tail at the end before all jobs were finished.

Compared to the average computing time of single-core nodes,
the average speedup ratio of multi-core machines was proportional
to the number of CPU cores in grid nodes (Fig. 6). There is an
exception that the 16-core nodes were slower than the 12-core
nodes. Several simulations on both 2-core and 4-core nodes were
very slow as shown by the outliers in Fig. 6.

Only about 30% of the Condor pool was utilized in our simula-
tions (Table 1). Around 87% of jobs were completed by 2 and 4-core
nodes. Whilst 8, 12, and 16-core nodes formed a very small
proportion of the Condor pool, due to the exploitation of their
multiple CPU cores by the parallel processing script, they were able
to complete a disproportionately high number of simulations.

universe = vanilla
executable = cs.bat
arguments = CSNum-
output = CSNum.out
error = CSNum.err "f’a,-‘..,

log = CSNum.log : 1”0?‘0."
requirements = (OpSys == "WINNTS50")

[| (OpSys == "WINNT51" ||

(OpSys == "WINNT52") || (OpSys == "WINNT60")
Rank=CPUs

should transfer files =YES

Da

when_to_transfer_output = ON_EXIT
on_exit_remove = (ExitCode == 0)
notification = never

queue 1

Y Ir o

: Map a drive

net use WPATH fuser:¥*** ¥k

: Copy folders and files across

xcopy WPATH\APSIMMaker cs_runs /s
xcopy \PATH \%]1.met cs_runs /s
xcopy WPATH\%1.s0il cs_runs /s

cd cs_runs

: R.un' thultiprocessing script with parameter
APSIMMaker. &% %1

: Remove all files

rd /s /q cs_runs

cd ..

: Copy results back

xcopy cs_runs\%].txt \\ResultPATH

: Delete net drive

net use WPATH /delete

Fig. 3. Condor job submission description file (left) and batch file for transferring input data and application (right). APSIMMaker is the multiprocessing application mentioned
following, the batch file accepts the CS unit number parameter from the job description file.



G. Zhao et al. / Environmental Modelling & Software 41 (2013) 231-238 235

Jobs management

Master process Slave processes

Execute batch file to transfer .met, soil, I
APSIM, and Frozen APSIM parallel

Replace simulation template’s

to slave processes

Record running statistic
informations

e

| Read result to numpy array

v

- - N script 5 name,soil, and met node value
| Scatter jobs to submit machines | | *
v v
Get jobs range, produce sub files and batch Create management parameters
files Write simulation to file
v | v
) [ sompensatmimins H | [P oot e v
| Execute simulation project
file by APSIM
All Execute script and monitor | I L
finished jobs” logs Resubmit :
| management, met, and soil parameters — ¥

Transfer results back

v |

Insert results into database and
clear results |

B

Waiting slave processes to A
finish Remove .sim file and .out file
I
finished

v

Collect results for Condor
transferring

A

Return result to master process

|
I
I
I
I
I
Scatter APSIM template, |
|
|
I
I
I
I
I

Fig. 4. Workflow of job management, task partitioning and parallel programming. The left part is the job management at the submitting machine side, middle and right part is

parallel processing part realized by python Multiprocessing packages.

3.2. Preliminary model results

Deep analysis of the agricultural modeling outputs is not within
the scope of this paper and only illustrative results are shown here.
The great benefit of our computing approach is that we can begin to
understand the spatial and temporal variability in many aspects of
agricultural systems at resolutions that were previously impossible.
To illustrate this, maps of the spatial distribution of crop yield, the
impact of management, and the inter-annual variability are pre-
sented (Fig. 7).

4. Discussion

To inform decisions on the policy and management of agricul-
tural systems, detailed spatio-temporal information is required
over large extents. Our hybrid approach, combining grid computing
and parallel processing, enabled the modeling of agricultural
systems at a level of spatial and temporal detail never before
assessed over a continental extent. Extrapolating the results of the
processing time suggests that on a single CPU core (21.1 h for one CS
unit, Table 1), modeling the management of agricultural systems at

1600 ! ! T !
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Jobs running
o
o
o

600
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1 1
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2 cores
|:|4 Cores
-8 Cores |
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116 Cores| |
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Fri Sat
Time

Sun Mon Tue Wed

Fig. 5. Number of running jobs and different types of machines over time. The small inset graph shows the long tail in run time.
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Fig. 6. Variation of computing times of machines in Condor pool with different
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the spatial and temporal resolution undertaken in this study would
have taken more than 30 years. Our hybrid approach completed the
modeling in 10.5 days. To achieve the equivalent computing
performance on a Windows cluster would require 93 x 12-core
compute nodes, assuming we could get sole access to the entire
cluster. Windows clusters of this size are uncommon and clusters
are usually shared—so processing times would depend on demand.
Even so, occupying the cluster for such a long time is usually not
realistic especially when the simulations need to be run several
times.

Beyond increased processing efficiencies, the key advantage of
grid computing in organizations is that it can offer substantial
computational capacity for running Windows-based models. The
size of this computational resource can be many times greater than
available Windows-based clusters. APSIM was developed on and
for the Windows platform. Like many other environmental models,
APSIM has a complicated structure combining modules written in
several different languages, including Windows-specific languages
such as .NET. Hence, to port or compile it for other operating
systems such as Linux, for running on large computing clusters is
a significant undertaking. Further, these models are often
constantly updated. Maintaining a version of a complex model in
another language requires ongoing effort. Our hybrid computing
approach eliminates the need to translate and maintain versions of
the models (including incorporating updates) running under other
operating systems.

Further enhancements to processing efficiency are possible,
particularly through reducing the long tail in job processing time or

Table 1
Statistics of jobs in Condor and Condor pool.

Distinct

CPU Finished Percentage

Machines Average Clock speed

core(s) jobs

of total jobs machines in pool

time (h) (MHz)

Min  Max
1 15 0.11 8 149 21.1 2327 2992
2 8548 67.27 1773 4180 10.5 1994 4094
4 2558 20.13 181 518 4.1 1994 3093
8 349 2.74 16 185 2.6 2261 3392
12 74 0.58 1 47 1.2 2660 2660
16 39 0.31 1 29 1.7 2527 2527
24 1124 8.85 12 25 1.02 2660 2660
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Fig. 7. Average (left) and standard deviation (right) of yield at nitrogen applying levels
from 0 to 150 kg ha~'. The areas of remnant vegetation are excluded in the results.

enhancing the computing efficiency of APSIM application. A large
proportion of the APSIM simulations were completed over the first
weekend. However, most nodes were in use on weekdays, there
were several troughs during working hours. As the average pro-
cessing time of dual-core machines was 10.5 h per job, jobs running
overnight could be evicted the next morning prior to finishing. The
long tail was caused by a few jobs which were allocated to slower
dual-core machines failing several times during weekday process-
ing. The ability to rank machines by the number of CPU cores
instead of the number of CPUs could shorten the run time by
speeding processing time and increasing the chance of success of
jobs in the tail. Smaller job size partitioning is another potential
solution for the long tail. Smaller jobs need shorter run times which
will reduce the risk of eviction of jobs that have been running on
slower nodes. However, this increases the complexity of task par-
titioning, and time spent in data transmission, job management,
and result collection. The ability to access nodes running Windows
7 would provide access to many of the newer, higher-performance
pool machines and further increase efficiency. Finally, 4 min for one
daily simulation over 122 years is a relatively long execution time. If
the efficiency of the APSIM model could be improved, the total
computing time could be further reduced.
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Whilst the hybrid approach dramatically improved the pro-
cessing efficiency, there are also several limitations. Firstly, soft-
ware cannot be installed on nodes through grid computing
middleware. Although the middleware can choose machines with
specific software installed, this restricts the pool to those nodes
with the particular software. This also reduces the flexibility of the
computing resource. In order to maximize the processing capacity
of the computing grid, developing applications and models that
work under diverse hardware and software environments is a key
challenge. Secondly, grid computing is generally only suitable for
tasks which are run many times with different input data and/or
parameters and which require no inter-process communication,
such as the agricultural systems simulation presented here. These
jobs are commonly called embarrassingly parallel (Agullo et al.,
2011). For tasks requiring communication between processes,
message-passing programming like the Message Passing Interface
(MPI) in a cluster environment is more appropriate option than grid
computing (Gropp et al., 1999; Keller et al., 2003). Lastly, with
simple models that need to be run many times, Graphics Processing
Units (GPU) may be a better option than grid computing (Bryan, in
press) as the job coordination and data distribution overheads may
limit the efficiencies gained through grid computing.

Nevertheless, the hybrid computing framework combining grid
computing and parallel processing improved the computational
efficiency and made high resolution simulation of agricultural
systems possible at a national scale. This can better support the
analysis of global challenges of land use, food security, soil carbon,
and energy use in agriculture.
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