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Abstract—Optimal control of large-scale wind farm has become
a critical issue for the development of renewable energy systems
and their integration into the power grid to provide reliable,
secure, and efficient electricity. Among many enabling technolo-
gies, the latest research results from both the power and energy
community and computational intelligence (CI) community have
demonstrated that CI research could provide key technical inno-
vations into this challenging problem. In this paper, we propose
a sensitivity analysis approach based on both trajectory and
frequency domain information integrated with evolutionary al-
gorithm to achieve the optimal control of doubly-fed induction
generators (DFIG) based wind generation. Instead of optimizing
all the control parameters, our key idea is to use the sensitivity
analysis to first identify the critical parameters, the unified dom-
inate control parameters (UDCP), to reduce the optimization
complexity. Based on such selected parameters, we then use
particle swarm optimization (PSO) to find the optimal values to
achieve the control objective. Simulation analysis and comparative
studies demonstrate the effectiveness of our approach.

Index Terms—Computational intelligence, DFIG, optimized
control, particle swarm optimization, sensitivity analysis, smart
grid.

I. INTRODUCTION

W ITH THE continuous increase of energy demand and
environment concerns, the development of a smart elec-

tric power grid has become a critical research topic world widely
[1], [2]. To tackle the critical challenges and develop a truly
smart grid, extensive efforts have been devoted into this area at
different levels, ranging from academic research, industrial re-
search and development (R&D), to government policy makers
[1]–[4]. While the entire smart grid system is an extremely com-
plicated integrative technology and social system, in this paper
we focus on one of the critical components to the whole picture,
optimal control of wind turbine (WT) with doubly-fed induc-
tion generators (DFIG) based on sensitivity analysis and particle
swarm optimization (PSO).
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DFIG is widely used in the wind power system for its advan-
tages over other wind turbine generators, such as squirrel-cage
induction generator and permanent magnet synchronous gener-
ator [5]. The characteristics of DFIG are high efficiency, flex-
ible control and low investment. The stator of DFIG is directly
connected to the power grid while the rotor is connected to the
power grid through a back-to-back converter, which only takes
about 20%–30% of the DFIG rated capacity for the reason that
the converter only supplies the exciting current of the DFIG. The
back-to-back converter consists of three part: rotor side con-
verter (RSC), grid side converter (GSC), and dc link capacitor.
The controllers of the converter have significant effect on the
stability of grid-connected DFIG [6].
In previous research, the stability analysis and optimal con-

trol of WT with DFIG had been studied by many researchers
[7], [8], [25], [26], [28]–[30]. One of the key challenges for
DFIG based wind farm optimization is the involvement of a
large number of parameters need to be optimized to ensure a
good interaction of the wind power with the power grid at the
common coupling point (CCP). For instance, in [7], the authors
presented an approach to use PSO to optimize all the control pa-
rameters in a DFIG simultaneously. This method can improve
the performance of the DFIG in the power grid, however, when
the number of the DFIG in a wind farm increases, the number
of the control parameters will increase significantly. Therefore,
advanced coordinated control approaches such as adaptive dy-
namic programming (ADP) based methods have showed great
success and promising for such a challenging problem [9]–[12].
Sensitivity analysis has widely applications in power system

analysis and modeling [13]–[16]. Eigenvalue sensitivity anal-
ysis [17] and voltage sensitivity analysis [19] based on DFIG
system was also investigated by other researchers. In [17], the
author applied eigenvalue sensitivity analysis on a DFIG system
and found that the impact of different DFIG parameters on dif-
ferent critical eigenvalue pairs at different rotor speeds was dif-
ferent. One of the key questions for this is how to identify a uni-
formed dominate control parameters (UDCP) which can be used
in the control optimization and reduce the optimization com-
plexity for large-scale wind farms.
In this work, we propose a sensitivity analysis based optimal

control of WT with DFIG using the PSO technique motivated
from our previous work [7]. Through sensitivity analysis with
both trajectory sensitivity analysis and eigenvalue sensitivity
analysis, the UDCP can be obtained. Then we propose to use
PSO to optimize these UDCP to improve the dynamic perfor-
mance of the wind generation system. Simulation studies are
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510 IEEE TRANSACTIONS ON SMART GRID, VOL. 4, NO. 1, MARCH 2013

Fig. 1. Single-line diagram of the benchmark power system that includes a
DFIG-based wind farm.

Fig. 2. Schematic diagram of DFIG wind turbine system [17], [18].

carried out in MATLAB/SIMULINK to verify the effectiveness
of proposed method.

II. POWER SYSTEM MODEL

Normally, there are tens to hundreds wind turbines in a large
wind farm. From previous research, if the controller of the wind
turbines are well-tuned, there will be no mutual interaction be-
tween wind turbines on a wind farm [20]. Therefore, in this
paper, the wind farm will be represented by one WT with DFIG
system. Fig. 1 shows the diagram of the simulated single wind
farm infinite bus system in MATLAB/SIMULINK. A 36 MW
wind farm consisting of twenty-four 1.5MWwind turbines con-
nected to a 25 kV distribution system exports power to a 120
kV grid through a 30 km, 25 kV feeder. This 120 kV grid repre-
sents an infinite bus to the wind farm. Wind turbines use a DFIG
consisting of a wound rotor induction generator and an ac/dc/ac
insulated-gate bipolar transistor (IGBT) based pulse width mod-
ulation (PWM) converters. The stator winding is connected di-
rectly to the 60 Hz grid while the rotor is fed at variable fre-
quency through the ac/dc/ac converter. The detailed model of
the DFIG wind turbine system is introduced in this paper.

III. DFIG WIND TURBINE SYSTEM MODEL

The wind turbine model studied in this paper is illustrated in
Fig. 2 [17], [18]. In this system, the wind turbine is connected to
the DFIG through a drive train system, which consist of a low
and a high speed shaft with a gearbox in between. The DFIG
system is an induction type generator in which the stator wind-
ings are directly connected to the three-phase grid and the rotor
windings are fed through three-phase back-to-back IGBT based
PWM converters. The back-to-back PWM converter consist of
three parts: a rotor side converter (RSC), a grid side converter
(GSC) and a dc link capacitor placed between the two con-
verters. There controller also consist of three parts: rotor side
controller, grid side controller and wind turbine controller. The
function of these controllers are to produce smooth electrical
power with constant voltage and frequency to the power grid
whenever the wind system is working at sub-synchronous speed

or super-synchronous speed, depending on the velocity of the
wind. Vector control strategy is employed for both the RSC and
GSC to achieve decoupled control of active and reactive power.

A. Model of Generator

As DFIG is an induction machine, the reference
frame based model of DFIG can be represented as follows [7]:

(1)

(2)

(3)

(4)

where ,
, , and

.
The parameters used in above equations are defined as

follows:

the axis rotor flux linkages;

the axis rotor flux linkages;

the stator self-inductance;

the rotor self-inductance;

the mutual inductance;

the rotor resistance;

the synchronous angle speed;

the rotor slip;

the stator reactance;

the stator transient reactance;

the axis voltage behind the transient
reactance;

the axis voltage behind the transient
reactance;

the rotor circuit time constant;

the axis stator current;
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the axis stator current;

the axis stator terminal voltages;

the axis stator terminal voltages;

the axis rotor terminal voltages;

the axis rotor terminal voltages.

B. Model of Drive Train

The drive train system consist of turbine, a low and a high
speed shaft, and a gearbox. This system can be represented by
a two-mass model as follows:

(5)

(6)

(7)

(8)

where

the inertia constants of the turbine;

the inertia constants of the generator;

the angle speed;

the generator rotor angle speed;

the shaft twist angle;

the shaft stiffness coefficient;

the damping coefficient;

the shaft torque;

the wind torque;

the electromagnetic torque.

and are given by:

(9)

(10)

where

(11)

The parameters used in above equations are defined as follows:

the air density;

the blade radius;

the wind speed;

the blade design constant coefficient;

the blade pitch angle;

the blade tip speed ratio;

the synchronous angle speed;

the power coefficient;

the stator active power.

C. Model of DC Link Capacitor

From Fig. 2, the active power flow through the back-to-back
PWM converter is balanced by the dc link capacitor. The power
balance equation can be represented as follow:

(12)

where

the active power at the ac terminal of the RSC;

the active power at the ac terminal of the GSC;

the active power of the link capacitor.

These are given by following equations:

(13)

(14)

(15)

where

the axis rotor currents;

the axis rotor currents;

the axis currents of the GSC;

the axis currents of the GSC;

the axis rotor voltage;

the axis rotor voltage;

the axis voltage of the GSC;

the axis voltage of the GSC;

the link capacitor voltage;

the current of the link capacitor;

the capacitance of the link capacitor.

Substituting (13)–(15) into (12), the model of the dc link capac-
itor can be derived as follows:

(16)

D. Model of Rotor Side Controller

As we mentioned in Section III, the vector control strategy
is used for the active power and reactive power control of WT
with DFIG system. For the RSC controller, the active power
and voltage are controlled independently via and , re-
spectively. The control scheme is shown in Fig. 3, while control
equations can be expressed as follows:

(17)
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Fig. 3. Schematic diagram of rotor side controller.

(18)

(19)

(20)

(21)

(22)

(23)

(24)

where

the PI gains of the power regulator;

the PI gains of RSC Current regulator;

the PI gains of the grid voltage regulator;

the current control references for the axis
components of the GSC;

the current control references for the axis
components of the GSC;

the specified terminal voltage reference;

the active power control reference.

E. Model of Grid Side Controller

The GSC controller, as shown in Fig. 4, aims to maintain the
dc link voltage and control the terminal reactive power. The dc
link voltage and reactive power are controlled independently via
and , respectively. The equations are given as follows:

(25)

(26)

(27)

Fig. 4. Schematic diagram of grid side controller.

Fig. 5. Schematic diagram of pitch control.

(28)

(29)

(30)

where

the PI gains of the link capacitor voltage
regulator;

the PI gains of the grid side converter current
regulator;

the voltage control reference of the link
capacitor;

the control reference for the axis component
of the GSC current.

F. Model of Pitch Controller

The aim of pitch angle control is to optimize the power ex-
traction of wind turbines as well as to prevent overrated power
production in strong wind. The control scheme is illustrated in
Fig. 5 with the following control equation:

(31)

where and are the PI gains of the WT speed regulator,
is the deviation of theWT rotating speed. The electrical dy-

namics are much faster than the mechanical dynamics, meaning
the control of electrical dynamics can be decoupled from that
of mechanical dynamics. The controllers of electrical dynamics
are optimized while the parameters and are not in-
cluded in the optimization. In this paper, we set
and .
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From the discussions above, the model of WT with DFIG
system can be represented in a compact form as follows:

(32)

where and are the vectors of the DFIG state variables and
input variables defined as follows, respectively.

(33)

(34)

IV. SENSITIVITY ANALYSIS

A. Trajectory Sensitivity Analysis

The trajectory sensitivity analysis investigates the degree of
change of the system when a parameter of the system subjects
to small changes. It reflects the derivative relations between the
system trajectory and the system parameters. This method could
significantly reduce the complexity of simulation and calcula-
tion. It has widely applications in the power system for param-
eters effects on the system dynamic performance, the effect of
parameters uncertainty, parameters estimation, boundary prob-
lems, optimal control and stability assessment. In this paper, the
numerical difference method is employed to calculate the tra-
jectory sensitivity of the DFIG control parameters [21].
The analytical description of a power system applicable to

trajectory sensitivity analysis is given by the following differ-
ential-algebraic equation (DAE):

(35)

where correspond to the system state variables and repre-
sent system output variables. is the control parameters. The
sensitivity of the control parameters are evaluated along the tra-
jectory. The numerical procedure to evaluate these sensitivities
using data from time domain simulations can be represented by
the following equations:

(36)

where represents the trajectory curve of the variable and
corresponds to the control parameter. is the total number
of control parameters, is the time instance, and is the
change of the parameter of . Using the median method to cal-
culate the derivative to avoid the deflection error and improve
the accuracy of the numerical calculation, we need to calculate

the system trajectory twice, either by increment or decrement of
a :

(37)

Then the relative value of the trajectory sensitivity can be cal-
culated as:

(38)

where is the given value of parameter and is the cor-
responding steady-state value given .
Using the equation above, we can obtain a group of trajectory

sensitivity. To compare the sensitivity value of these different
control parameters, we can calculate the mean trajectory sensi-
tivity as follows:

(39)

where is the sampling number on the trajectory sensitivity
curves.
If the sensitivity of trajectory to the control parameter

is large, then the trajectory sensitivity of this control parameter
is large likewise. It represents that the control parameter has
large influence on the system trajectory . We call these control
parameters as dominate control parameters. On the contrary, if
the control parameter barely has influence on the system tra-
jectory, then the trajectory sensitivity of these control parame-
ters will be small.

B. Eigenvalue Sensitivity Analysis

Linearize the DAE in (35) at the operating point, the power
system state equation can be obtained:

(40)

where is the Jacobian matrix of the system. Then the charac-
teristic equation of the system is:

(41)

where is a unit matrix which has the same dimension as
. Through (41), we could obtain the system eigenvalue

[13].
The Jacobian matrix is a function of the control parameter
which can be written as . Then any of the system eigen-
value of will be the function of , similarly
could be written as . When the control parameter changes,
the will change correspondingly, which will reflect the in-
fluence of control parameters on the system stability.
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Fig. 6. Active power of WT with DFIG.

The sensitivity of eigenvalue to control parameter is cal-
culated as follows:

(42)

where and are right and left eigenvector, respectively. This
equation is a complex number which can reflect the influence of
small change of system control parameter on system eigenvalue
, where the modulus and phase represent the moving direction

and size, respectively. These eigenvalue sensitivities are useful
for the selection of dominate control parameters and will be de-
scribed later.

V. DFIG CONTROL PARAMETERS SENSITIVITY ANALYSIS

A. DFIG Control Parameters Trajectory Sensitivity Analysis

The configuration of the simulation system is in Fig. 1. The
fault is located at the Bus-25 KV. The fault type is set to three-
phase ground fault starts at and last for . The fault
resistance of each phase is . The active power trajectory of
the DFIG is chosen as the object function in our current study.
Fig. 6 shows the active power of DFIG under the fault condi-
tion. It can be seen that the active power will become stable at
about 16.5 s. The sampling interval is from 15.15 s to 16.5 s and
the sampling time is 0.001 s. The total number of points for tra-
jectory sensitivity analysis is 1350.
The procedure of trajectory sensitivity analysis is as follows:
1) From Section III, we have a total of ten control parame-
ters for the controller of the Wind Turbine system: ,

, , , , , , , and .
Increase the value of these control parameters , and
obtain the trajectory of DFIG active power.

2) Decrease the value of these ten control parameters by
, and obtain the trajectory of DFIG active power as

in step 1).
3) According to equation (39), computing the trajectory
sensitivity of each control parameter.

Table I shows the sensitivities of each control parameters, and
Table II shows the group of these parameters according to their
values.
It can be seen that is the largest one with trajectory sensi-

tivity value of 2.2838 and is the smallest one with a value

TABLE I
SENSITIVITY OF EACH CONTROL PARAMETERS

TABLE II
CLASSIFY THE SENSITIVITY OF CONTROL PARAMETERS

TABLE III
SYSTEM EIGENVALUE AND PARTICIPATION FACTORS ANALYSIS

of 0.001. Therefore, we choose and as the dominate
control parameters for the trajectory sensitivity analysis.

B. DFIG Control Parameters Eigenvalue Sensitivity Analysis

From Section III, we have the system state vector as follows:

(43)
In this paper, the stator transients may be neglected in the small
signal stability analysis. Then state vector became:

(44)
Then through small signal stability analysis, we could get
the system eigenvalue and participation factors, as shown in
Table III.
The system is stable since all the eigenvalues have negative

real parts. In particular, there are four modes of oscillation: one
is associated with and with the frequency of 18 Hz, one
is associated with and with the frequency of 7.1 Hz, one
is associated with and with the frequency of 9.6 Hz, and
the last one is associated with and with the frequency of
0.12 Hz.
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TABLE IV
EIGENVALUE SENSITIVITIES OF CONTROL PARAMETERS TO EACH EIGENVALUE

TABLE V
CLASSIFY THE SENSITIVITY OF CONTROL PARAMETERS

Using (42), the eigenvalue sensitivities of each control pa-
rameter can be obtained. Table IV shows the eigenvalue sensi-
tivities of control parameters, and Table V shows a sorted array
according to their values. From Tables IV and V, one can see the
control parameter has the largest eigenvalue sensitivity in
response to (with the value of 35.5997). The eigenvalue sen-
sitivity of is also much bigger than others in response to
(with the value of 13.5367). Therefore, both and are
chosen to be the dominate control parameters. and are
consider as a dominate control parameter as well, because for
most of the eigenvalue ,

and dominate eigenvalue sensitivity. Therefore, we
choose , , and as the dominate control pa-
rameters for the eigenvalue sensitivity analysis in our study.
From above discussion, we have and as the domi-

nate control parameter for the trajectory sensitivity analysis and
, , and as the dominate control parameters for

the eigenvalue sensitivity analysis. The unified dominate control
parameters (UDCP) are: , , , , and .

VI. UDCP OPTIMIZATION USING PSO

PSO was originally developed by Kennedy and Eberhart for
simulating social behavior, as a stylized representation of the
movement of organisms in a bird flock or fish school [22]. PSO
is ametaheuristic algorithmwhichmeans that it makes few or no
assumptions about the problem being optimized and can search
very large spaces of candidate solutions. PSO can be used on op-
timization problems that are partially irregular, noisy, or change
over time.
Since the model of WT with DFIG system is a high-dimen-

sional multivariate time-varying system, we choose PSO to
search the optimal parameters for the controller of the WT

system. For the purpose to verify our approach, we compare
three optimization options in this work:
Option One: optimize all the ten control parameters: ,
, , , , , , , , simultane-

ously.
Option Two: optimize the six UDCP: , , , ,
and . The other four control parameters we set as de-

fault value.
Option Three: optimize random six control parameters.
The procedure of the optimization is design as follows:

Step One: Initialization

There are (10 or 6 in this paper) control parameters
for the controller of WT with DFIG. So particle
positions for each member in particle swarm

can be
generated randomly around the original values as follows.

(45)

where represents the original value or original position.
Then the upper and lower bounds, and of the
parameters should be specified to define the range of the
searching space.

The velocity for the position updating should also be initialized.

(46)

where and are the upper and lower bounds
of member of particles, respectively, and
are the maximum and minimum velocities of member
of particles, respectively, N is the interval of dimension,
which is normally chosen between 5 and 10. Then the initial
velocities
are generated randomly between . The other
parameters are initialized as follows:

(47)

where and are the accelerating constants. is the decay
constant. and are the initial and final weights.
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TABLE VI
CONTROL PARAMETERS WITH AND WITHOUT OPTIMIZATION

TABLE VII
EIGENVALUE ANALYSIS WITH OPTION ONE

TABLE VIII
EIGENVALUE ANALYSIS WITH OPTION TWO

TABLE IX
EIGENVALUE ANALYSIS WITH OPTION THREE

Step Two: Evaluating individual best solution and global
best solution and updating

Evaluate the fitness value of the initial group of particles,
which is given by

(48)

where is the fitness value, is the eigenvalue of the WT
with DFIG system and is the number of the state variables.
The optimization objective is to minimizes in order to drive
all the eigenvalues as far to the left of the imaginary axis as
possible. The individual best solution and global best solution
to the problem will be determined on the fitness value. After
each iteration, the individual best solution and global best
solution should be updated.

Step Three: Velocities and positions updating

The velocity and position updating of PSO are conducted as
follows.

(49)

(50)

where and are uniformly distributed random numbers in
, and are the individual and global best solution

so far.

Step Four: Stopping criteria

If the stop conditions are satisfied, search process will be
terminated. In this paper, the search will terminate if one of the
following criteria is satisfied:

1) The time counter is greater than the maximal number
specified;

2) The fitness value of global best solution is smaller than a
specified number;

If one of the stopping criteria is satisfied, then stop; otherwise,
the system will keep iterate until to step 2.

The PSO algorithm presented above is used to tune the pa-
rameters of the controller of the WT with DFIG system. The
results of the three options is represented in Table VI. Based on
the optimized control parameters in this table, small signal sta-
bility analysis is carried out, and the results are shown in the
Tables VII–IX for options one, two, and three, respectively. It
can be observed that optimizing the UDCP has the similar result
as the optimize all the ten control parameters.
The computational complexity analysis is also carried out in

this paper to compare the efficiency of option one and option
two. It can be observed from Table X that the optimization time
decrease from 58 ms to 35 ms with the proposed approach. The
efficiency increase about .

VII. COMPUTER SIMULATION STUDY

In previous sections, we derived the mathematical model of
WT with DFIG system and present the approach by using PSO
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TABLE X
COMPUTATION COMPLEXITY ANALYSIS

Fig. 7. Active power of the WT with DFIG under small disturbance.

to find the optimized UDCP control parameters. In this sec-
tion, we present the simulations in MATLAB/SIMULINK to
verify the improvement in dynamic stability by the controller
of the WT with DFIG system with the optimized UDCP con-
trol parameters. Both single machine infinite bus (SMIB) power
system and multi-machine power system are investigated in our
current study.

A. Case 1: SMIB Power System With Small Disturbance

The SMIB power system is illustrated in Fig. 1. The small dis-
turbance is set as the DFIG voltage reference decrease from 1.0
pu to 0.9 pu. The dynamics of the output active power, output
reactive power and dc link voltage are demonstrated in Figs. 7, 8
and 9, respectively. Each of these figures show four curves with
different parameters: the original control parameters, optimized
all ten control parameters, optimized random six control param-
eters and optimized UDCP. It can be observed that using the op-
timized UDCP, the dynamic performance of the WT with DFIG
system is almost the same as using all the ten optimized con-
trol parameters. The magnitudes of the active power, reactive
power and voltage sag and overshoot have been reduced sig-
nificantly. The oscillation damped with the optimized UDCP is
also much better than that without the optimization. Also, it can
be observed that although the performance of optimized random
six control parameters is better than the original one, it can not
compete with our proposed approach with the optimized UDCP.

B. Case 2: SMIB Power System With Large Disturbance

A large disturbance is also applied on the simulation system.
To do this, a three-phase ground fault is simulated in the middle
of the transmission line. The fault is applied at the time ,
and cleared after 0.15 s. The dynamics of the output active
power, output reactive power and dc link voltage are simulated.
Figs. 10–12 are the simulation results of active power, reactive
power, and voltage of dc link, respectively, with four choices of

Fig. 8. Reactive power of the WT with DFIG under small disturbance.

Fig. 9. Voltage of dc link under small disturbance.

parameters: original control parameters, optimized all ten con-
trol parameters, optimized random six control parameters, and
optimized UDCP. It can be observed that using the optimized
UDCP, the dynamic performance of the WT with DFIG is al-
most the same as using all the ten optimized control parame-
ters. The oscillation after the disturbance was damped out very
quickly as similar as in the small disturbance in case 1. There-
fore, the optimized UDCP enhances the fault ride-through ca-
pability of the WT system. Also, it can be observed that the per-
formance of optimized random six control parameters is not as
good as optimized UDCP. These results are consistent with our
objective, namely, the sensitivity analysis based optimized con-
trol of the WT systems has good performance.

C. Case 3: Multi-Machine Power System

To test the robustness of the optimized control parameters, a
multi-machine power system is also used in this paper. Fig. 13 is
the revised four-machine-two-area system based on the classic
model. This power system model first appeared in [24] to inves-
tigate the impact of the wind turbine with different controllers
such as the optimized PI controller and nonlinear controller on
the transient stability performance of the power system. The
system is divided into two areas, in each of which there are two
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Fig. 10. Active power of the WT with DFIG under large disturbance.

Fig. 11. Reactive power of the WT with DFIG under large disturbance.

Fig. 12. Voltage of dc link under large disturbance.

machines. In [24], the four-machine-two-area system is modi-
fied by replacing generator G4 with a DFIG, which is the same
as that used in the above SMIB power system. The DFIG ca-
pacity is 36MW as indicated in Section II, where the other three
synchronous machines have the same capacity as the DFIG. Be-
fore the fault occurs, the active power transfer from area one to
area two is almost 15 MW. Power flow data and system param-
eters could refer to [24].
A single phase ground fault is applied in the middle of the

transmission line 1. The fault is applied at the time ,
and cleared after 0.2 s without tripping the line. The dynamics
of the output active power, voltage of the DFIG and dc link
voltage are simulated. Figs. 14–16 are the simulation results of

Fig. 13. Schematic diagram of multi-machine power system with DFIG.

Fig. 14. Active power of the WT with DFIG in multi-machine power system.

active power, voltage of DFIG, and voltage of dc link, respec-
tively, with four choices of parameters: original control param-
eters, optimized all ten control parameters, optimized random
six control parameters and optimized UDCP. It can be observed
that using the optimized UDCP, the dynamic performance of the
WT with DFIG is almost the same as using all the ten optimized
control parameters. Moreover, the performance of using UDCP
is better than using the optimized random six control parame-
ters. The oscillation after the disturbance was damped out very
quickly as similar as in the SMIB power system. As generator
3 (G3) is near the DFIG, its dynamic responses will be affected
significantly. The voltage of G3 is illustrated in Fig. 17. It can
be observed that the oscillation of the voltage of G3 is damped
quickly. Therefore, the optimized UDCP is also effective in the
multi-machine power system.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, a detailed wind turbine system with DFIG
model including induction generator, drive train, back-to-back
PWM converters, pitch control, RSC, GSC, and their con-
trollers were presented. Sensitivity analysis based on trajectory
sensitivity analysis and eigenvalue sensitivity analysis was
carried out on the DFIG control parameters. PSO algorithm
was employed to find the optimal control parameters in order
to achieve the optimal control of the multiple controllers of the
wind turbine system. The small signal stability analysis of the
wind turbine system with and without optimized control pa-
rameters was carried out. Simulation on MATLAB/SIMULINK
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Fig. 15. Voltage of the WT with DFIG in multi-machine power system.

Fig. 16. Voltage of dc link in multi-machine power system.

Fig. 17. Voltage of G3 in multi-machine power system.

was performances to verify the result. Our main conclusions
include:
1) Based on the sensitivity analysis, it is clear that the
sensitivities among the control parameters are different,
which can provide information to choose the dominate
control parameters, i.e., the UDCP of the WT system
controller can be identified.

2) By using PSO to optimize the UDCP, the computational
time can be reduced compare with optimizing all the
control parameters simultaneous. The efficiency of op-
timization can be improved.

3) Simulation results have shown that our approach of
using UDCP only is similar with using the optimized
all control parameters. This means our UDCP ap-
proach will not only be able to improve the dynamic
performance of WT system leading enhanced fault
ride-through capability, but it can also reduce the com-
putational cost since we only need to optimize the
selected UDCP parameters.

There are several interesting future research directions along
this topic. For instance, in our current work, we only choose a
small range of the control parameters for small signal stability
analysis. We would like to note that it is possible that the PI
controller may have a large range of parameters under different
system situations. Therefore, it would be interesting to extend
this work to consider large change sensitivity analysis with a
wide range of control parameter variations. Also, as indicated
in [31], the large signal stability analysis is also of critical im-
portance in power system stability analysis. The control param-
eters sensitivity analysis based on large signal stability analysis
could be used for controller design based on Lyapunov-based
techniques [32]. Furthermore, the wind turbine system we con-
sidered in our current work is relatively small. Nevertheless,
the proposed method could be a good initial study of computa-
tion effort reduction issue. A typical system curve for multiple
DFIGs trajectory sensitivity analysis will be needed to handle
large-scale wind farms. Meanwhile, from the DFIG modeling
side, in our current study we represent multiple DFIGs as one
WT in modeling and simulation. While this is a common prac-
tice and reasonable simplification in the research community
because there is normally no mutual interactions between wind
turbines on a wind farm [20], we would like to note that it would
be important to consider more close-to-reality multiple DFIG
models in order to demonstrate the feasibility of such control
approaches to facilitate realistic grid connected wind farm de-
velopment.
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