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ABSTRACT—Unsupervised techniques like clustering may be used for fault

prediction in software modules, more so in those cases where fault labels are not

available. In this paper a Quad Tree-based K-Means algorithm has been applied

for predicting faults in program modules. The aims of this paper are twofold. First,

Quad Trees are applied for finding the initial cluster centers to be input to the

K-Means Algorithm. An input threshold parameter � governs the number of initial

cluster centers and by varying � the user can generate desired initial cluster

centers. The concept of clustering gain has been used to determine the quality of

clusters for evaluation of the Quad Tree-based initialization algorithm as compared

to other initialization techniques. The clusters obtained by Quad Tree-based

algorithm were found to have maximum gain values. Second, the Quad Tree-

based algorithm is applied for predicting faults in program modules. The overall

error rates of this prediction approach are compared to other existing algorithms

and are found to be better in most of the cases.

Index Terms—K-Means clustering, Quad Tree, software fault prediction.
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1 INTRODUCTION

K-Means clustering is a nonhierarchical clustering procedure in
which items are moved among sets of clusters until the desired set
is reached [5]. The partitioning of data set is such that the sum of
intracluster distances is reduced to an optimum value [23], [27].
K-Means is simple and a widely used clustering algorithm.
However, it has some inherent drawbacks. First, the user has to
initialize the number of clusters which is very difficult to identify
in most of the cases. Second, it requires selection of the suitable
initial cluster centers which is again subject to error. Since the
structure of the clusters depends on the initial cluster centers this
may result in an inefficient clustering. Third, The K-Means
algorithm is very sensitive to noise. In [8], a method using Quad
Trees has been proposed as an initialization of K-Means algorithm.
The Quad Tree-based method assigns the appropriate initial
cluster centers and eliminates the outliers [26] hence overcoming
the second and third drawback of K-Means algorithm. In this
study, we focus on a practical problem that occurs when the fault
data for modules are not available. To solve this challenging
problem, researchers have applied a combination of clustering
techniques to cluster modules, and this process was followed by an
evaluation phase of an expert [2], who was an experienced
engineer and labeled each cluster as fault-prone or not fault-prone
by examining not only the representative points of each cluster, but
also some statistical data such as global mean, median, and
percentile of each metric. However, their approach required a
human expert during the prediction process and it is not always
possible to find an experienced expert who would have the duty to
label each cluster. In this paper, the Quad Tree-based K-Means
algorithm (QDK) [8] has been applied for predicting faults in

program modules. The objectives of this paper are as follows: First,
Quad Trees are applied for finding initial cluster centers for
K-Means algorithm. By varying the value of threshold parameter �
a user can generate a desired number of cluster centers to be used
as input to the simple K-Means algorithm. Second, the Quad Tree-
based algorithm is applied for predicting faults in program
modules. The overall error rates of this prediction approach are
compared to other existing algorithms and are found to be better in
most of the cases. Clustering gain values for the best cluster by
K-Means and by Quad Tree-based algorithm are very close
thereby proving the effectiveness of the algorithm. To compare
the performance of QDK for initialization of K-Means, experi-
ments have been conducted in which Quad Tree-based algorithm
and two other initialization techniques, Likas et al., Global
K-Means algorithm [23], [24] and SAS 2004 [23], [25] have been
executed and results are compared on the basis of evaluation
parameters. The QDK algorithm performs fairly well on all the
parameters. The Global K-Means algorithm considers each data
item in each iteration leading to high complexity when number of
data items and number of clusters are large and these scalability
issues have also been raised by the authors. The SAS 2004
algorithm even though being linear does not provide any guidance
regarding the selection of their distance measure [23].

The remaining part of the paper is organized as follows: Section 2
presents the related work on the topic. Section 3 presents an
overview on the theory of Quad Tree and the initialization
algorithm. Section 4 presents the experimental design. Section 5
presents analysis of the results while Section 6 presents the
conclusion.

2 RELATED WORK

Zhong et al. [2], [3] applied clustering techniques and expert-based
approach for software fault prediction problem. They applied
K-Means and Neural-Gas techniques on different real data sets
and then an expert explored the representative module of the
cluster and several statistical data in order to label each cluster as
fault-prone or not fault-prone. And based on their experience
Neural-Gas-based prediction approach performed slightly worse
than K-Means clustering-based approach in terms of the overall
error rate on large data sets. But their approach is dependent on
the availability and capability of the expert. Seliya and Khoshgof-
taar [4] proposed a constrained based semi-supervised clustering
scheme. They showed that this approach helped the expert in
making better estimations as compared to predictions made by an
unsupervised learning algorithm. Seliya et al. [12] have proposed a
semi-supervised clustering approach for software quality analysis
with limited fault-proneness data. Most recently Catal et al. [1]
proposed a metric threshold and clustering-based approach for
software fault prediction. The results of their study demonstrate
the effectiveness of metrics threshold and show that the stand-
alone application of metrics threshold is easier than the clustering
and metrics thresholds-based (two stage) approach because the
selection of number of clusters is performed heuristically in this
clustering-based method. In our present study we have presented
comparative results performed on same data sets as in [1].
Bhattacherjee and Bishnu have applied unsupervised learning
approach for fault prediction in software module in [16], [28]. In
their work, the false negative rates (FNR) for the clustering-based
approach is less than that for metrics-based approach, while the
false positive rates (FPR) are better for the metrics-based approach.
The overall error rates for both approaches remain the same.
Supervised techniques have however been applied for software
fault prediction [13] and software effort prediction [14], [15].
Several methods for initialization of K-Means algorithm are
available in literature. Tibshirani et al. suggest a statistical method
based on gap statistic to find the optimal number of clusters [20].
Pelleg and Moore suggest an algorithm which efficiently searches
the space of cluster locations and number of clusters to optimize
the Bayesian Information Criterion and Akaike Information
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Criterion [10]. Laszlo and Mukherjee present an approach for
finding the set of centers by constructing a Hyper-Quad Tree on
the set of data. Genetic algorithm has been used for evolving
centers in the K-Means algorithm and also for finding a good
partitioning [9]. An evaluation of several initialization techniques
for K-Means algorithm is presented in [23].

3 OVERVIEW OF QUAD TREE AND PROPOSED

INITIALIZATION ALGORITHM

3.1 Quad Tree

A Quad Tree in two dimensional spaces is a 4-way branching tree
that represents recursive decomposition of space using separators
parallel to the coordinate axis. At each level a square subspace is
divided into four equal size squares [17], [18]. This data structure
was named a Quad Tree by Finkel and Bentley in 1974 [19]. The
definition of a Quad Tree for a set O of data points inside a n
dimensional hyper cube � is as follows: Let � ¼ ½d1� : d01�� � ½d2� :
d02�� � � � � � ½dn� : d0n��. If the number of data points in any bucket
is less than threshold then the Quad Tree consists of a single leaf
where the set O and the hypercube � are stored. At each stage
every bucket gets subdivided into 2nsub buckets. Let us consider
the division of buckets for n ¼ 2. Let �d1Ld2R

; �d1Rd2R
; �d1Ld2L

; �d1Rd2L

denote the four quadrants of � (Fig. 1).
Let d1mid ¼ ðd1� þ d01�Þ=2 and d2mid ¼ ðd2� þ d02�Þ=2 and define

Od1Rd2R
¼ fo 2 O : od1

> d1mid and od2
> d2midg;

Od1Ld2R
¼ fo 2 O : od1

� d1mid and od2
> d2midg;

Od1Ld2L
¼ fo 2 O : od1

� d1mid and od2
� d2midg;

Od1Rd2L
¼ fo 2 O : od1

> d1mid and od2
� d2midg:

Similarly for n ¼ 3, eight sub buckets would be created namely,

�d1Ld2Rd3L
; � d1Ld2Rd3R

; �d1Rd2Rd3L
; �d1Rd2Rd3R

;

�d1Ld2Ld3L
; �d1Ld2Ld3R

; �d1Rd2Ld3L
; �d1Rd2Ld3R

:

For n dimensional data set the sub buckets will be named as
�d1ad2ad3a...dna ; a 2 fL;Rg.

3.2 The Proposed Initialization Algorithm

First, some definitions of notations and parameters used in the

initialization algorithm are provided.

Parameters and Definitions

MIN: user defined threshold for minimum number of data points

in a sub bucket.

MAX: user defined threshold for maximum number of data points

in a sub bucket.

�: user specified distance for finding nearest neighbors.

White leaf bucket: a sub bucket having less than MIN percent of

data points of the parent bucket.

Black leaf bucket: a sub bucket having more than MAX percent of

data points of the parent bucket.

Gray bucket: a sub bucket which is neither white nor black.

<k: neighborhood set of center ck of a black leaf bucket.

C: set of cluster centers used for initializing K-Means algorithm.

Algorithm 1 gives the pseudocode for the initialization

algorithm. In lines 1-8 of the algorithm, we divide an initial data

space into buckets and continue until all buckets are either black or

white leaf buckets as illustrated in Figs. 2a and 2b. In Fig. 2a the

first division into four buckets is done. Out of these, three buckets

are gray while one is white. In Fig. 2b the gray buckets are further

subdivided, while the white one is left as such. At this stage, one of

the sub buckets is labeled as a black leaf bucket.

Algorithm 1. The Initialization Algorithm

Input: Max%, Min%, Data set (O), �

Output: Number of centers jCj and the centers C

1. initialize the data space as a gray bucket;

2. while there are gray buckets

3. {

4. select a bucket;

5. divide it into 2n sub buckets; // n is the dimension

6. label the sub buckets as white leaf bucket, black leaf

bucket or gray bucket;

7. for every black leaf buckets calculate center (ci;ð1�i�mÞ);

// m is the number of black leaf buckets;

8. }

9. C ¼ �;

10. label all centers ci;ð1�i�mÞ as unmarked;

11. for i ¼ 1 to m do <i ¼ ci;
12. for each neighborhood <ið1�i�mÞ
13. {

14. if there exist an unmarked center in <i then

15. {

16. while there is an unmarked center ck in <i
then

17. {

18. select ck and label it as marked;

19. find �-nearest unmarked neighbors

of ck and include them in <i;
20. }
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Fig. 1. Quad Tree (for two dimensions).

Fig. 2. Quad Tree implementation.



21. for all ck 2 <i calculate the mean mi and call it

the cluster center;

22. C ¼ C [ fmig;
23. }

24. }

25. return C and jCj;
Line 9 initializes the set of cluster centers to null set, and line 10

labels all black leaf bucket centers (as obtained in line 7) as
unmarked. The initial neighborhood sets <i are set to include the
black leaf bucket centers ci;ð1�i�mÞ(line 11). These neighborhoods
sets will now be expanded to include the �-nearest neighbors ofci.
This is done in lines 14-20, where we select an unmarked center ck,
mark it, find its �-nearest neighbors and include them in the set <i.
After one neighborhood set is exhausted, in lines 21-22, the mean
of all centers in <i is calculated and included in the set of cluster
centers C. This is done for all the neighborhood sets with
unmarked centers. Note that some neighborhood sets may not
get expanded at all if their initial centers (as initialized in line 11)
get included into other neighborhood sets and eventually get
marked. In other words, we group the centers of the black leaf
buckets such that each group contains centers of adjacent black leaf
buckets. Then, we calculate the mean of each group. The means are
used as initial cluster centers for the K-Means algorithm. At the
end of all iterations the algorithm returns the set C and the number
of centers. The output of the Quad Tree algorithm presented in
Algorithm 1 is the set of centers. We use such centers as the initial
cluster centers for the original K-Means algorithm.

Complexity of the algorithm: The complexity of generating the
black leaf buckets is ðbþ 1Þvc where the depth of the tree is b, v is
the number of data points, and c is a constant. Lines 12-24 generate
the neighborhood sets of the m black leaf buckets and this takes
Oðm2Þ time. Hence, the complexity of our algorithm is
Oððbþ 1Þvþm2Þ. Assuming m << v, the complexity can be
assumed to be Oððbþ 1ÞvÞ.

Criteria for selecting the parameter �: For selecting � we
consider the lmin and lmax as the minimum and maximum levels at
which the black leaf buckets are created. Let p be the side length of
the initial bucket and n is the dimension then diamax ¼

ffiffiffi
n
p

p=2lmin

and diamin ¼
ffiffiffi
n
p

p=2lmax . As a guiding rule it is suggested that � be
selected between diamin and diamax.

4 EXPERIMENTAL DESIGN

4.1 Data Sets

We conducted experiments on four real data sets to test our
algorithm. These data sets are: AR3, AR4, AR5 available at [22] and
Iris data set [7]. Of these, the first three data sets are related to
software fault prediction. The synthetic two dimensional two class
data sets (SYD1 and SYD2) have been taken to illustrate the
initialization algorithm. For SYD1 we have generated three well-
separated clusters with co variances �8:406, 9.483 and 22.585. The
mean values of the three clusters for X and Y attributes are
(158.166, 57.062), (102.640, 138.12), and (24.204, 11.136). For SYD2
we have generated four well-separated clusters with co variances
�0:2025, �7:533, 6.365, and �6:385. The mean values of the four
clusters for X and Y attributes are (24.77, 3.1), (195.40, 54.312),

(92.60, 216.60), and (256.85, 200.10). Out of the total of 163 data in
SYD2, 10 data have been introduced as noise. Descriptive statistics
for all the synthetic data sets are given in Table 1.

4.2 Metric Thresholds

In order to determine acceptable metrics thresholds, there are three
methods described as follows [11]: 1) Experience and Hints from
literature: The threshold values are specified according to the
empirical researchers, previously introduced in the literature.
2) Tuning machine: This approach uses a repository of problematic
items (faulty modules). Accordingly, there are chosen threshold
values that maximize the number of correctly detected items.
3) Analysis of multiple versions: This method does not parameterize
a strategy with several thresholds, but adds an important time
viewpoint for each suspected entity. The dimensions and metrics
we used in our experiments for AR# data sets are same as Catal et al.
and are as follows: Lines of Code (LoC), Cyclomatic Complexity
(CC), Unique Operator (UOp), Unique Operand (UOpnd), Total
Operator (TOp), Total Operand (TOpnd). Threshold vector [LoC,
CC, UOp, UOpnd, TOp, TOpnd] was chosen as [65, 10, 25, 40, 125,
70] [1]. For the Iris data set we have used all the four attributes.

4.3 Evaluation Parameters

A confusion matrix is formed as in Table 2. The Actual labels of
data items are placed along the rows, while the predicted labels are
placed along the columns. For example, a False Actual label
implies that the module is not faulty. If a not faulty module (Actual
label—False) is predicted as nonfaulty (Predicted Label—False)
then we get the condition of cell A, which is True Negative, and if
it is predicted as faulty (Predicted label—True) then we get the
condition of cell B, which is False Positive. Similar definitions hold
for False Negative and True Positive. The False positive rate is the
percentage of not faulty modules labeled as fault prone by the
model and the False negative rate is the percentage of faulty
modules labeled as not fault prone and Error is the percentage of
mislabeled modules. The following equations are used to calculate
these FPR, FNR, Error, and Precision [1]

FPR ¼ B

AþB ; ð1Þ

FNR ¼ C

Dþ C ; ð2Þ

Error ¼ Bþ C
AþBþ C þD: ð3Þ

The above performance indicators should be minimized. A high
value of FPR would lead to wasted testing effort while high FNR
value means error prone modules will escape testing.

In this paper, for calculating the evaluation parameters, if any
metric value of the centroid data point of a cluster was greater than
the threshold, that cluster was labeled as faulty and otherwise it was
labeled as nonfaulty. After this the predicted fault labels were
compared with the actual fault labels. Note that the clusters can be
labeled according to the majority of its members (by comparing with
metrics thresholds) but this increases the complexity of the labeling
procedure since all the modules in the cluster need to be examined.
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TABLE 1
Descriptive Statistics for All the Data Sets

TABLE 2
Confusion Matrix



4.4 Gain

The optimal number of clusters is said to occur when the
intercluster distance is maximized (or intercluster similarity is
minimized) and the intracluster distance is minimized (or
intracluster similarity is maximized). The clustering gain [21]
attains a maximum value at the optimal number of clusters. The
simplified formula for calculation of gain is as follows:

Gain ¼
PK

k¼1 ðvk � 1Þkz0 � zk0k
2
2, where K is the number of

clusters, vk is the number of data points present in kth cluster, z0

is global centroid defined as z0 ¼ 1
v

Pv
i¼1 oi where v is the total

number of data points, o is the data points and zk0 denotes the
centroid of the kth cluster, which is defined as zk0 ¼ 1

vk

Pvk
i¼1 o

ðkÞ
i where

o
ðkÞ
i denotes data points belongs to kth cluster.

4.5 Experimental Setup and Results

Table 3 presents the gain values for all the data sets as obtained by

the simple K-Means algorithm. Values have been taken for up to

12 clusters. For each cluster, six runs have been executed and the

maximum gain value has been reported. Initialization has been

done by random selection of the initial cluster centers. For the

Quad Tree-based algorithm there are four input parameters: MIN,

MAX, O, and �. The value for MIN has been chosen as 5 percent,

and for MAX it is 95 percent. In the QDK algorithm, for AR3, AR4,

AR5, Iris, SYD1, and SYD2 the � values are 40, 80, 40, 0.55, 70, and

120, respectively, and the number of cluster centers obtained was 3,

3, 2, 3, 3, and 4, respectively. Table 5 fifth column presents the gain

values obtained by applying QDK algorithm on various data sets.

To be able to compare our clustering quality with the K-Means

algorithm, we adjusted the threshold parameter � to obtain the

same number of clusters (3 for AR3, 3 for AR4, 2 for AR5, 3 for Iris,

3 for SYD1, and 4 for SYD2) which gave maximum gain values for

K-means algorithm. Table 4 presents the prediction error analysis

for the QDK approach as compared to other approaches, namely,

two stage approaches with simple K-Means with six attributes

(KM), Catal et al. Two stage approach (CT) [1], Catal et al. Single

stage approach (CS) [1], Naı̈ve Bayes (NB) and Linear discriminant

analysis (DA) (with ten fold cross validation setting). QDK, KM,

CT, and CS approach, as well as NB and DA have considered six

attributes from the mentioned data sets.

To compare the performance of QDK for initialization of

K-Means, we have conducted experiments in which QDK and two

other initialization techniques GM (Likas et al. Global K-Means

algorithm [23], [24]) and DD (SAS 2004 [23], [25]) have been

executed. The distance parameter d for the DD algorithm has been

obtained by multiple runs to obtain the desired number of clusters.

These distance values have been mentioned in Table 5. The

parameters for evaluation are number of iterations (NOI) which

counts the number of iterations of K-Means to arrive at the

convergence criteria, Sum of squares error (SSE) [23], Gain and

percent Error. The results are presented in Table 5. To check the

applicability of density-based algorithms, we have implemented

and applied the DBSCAN algorithm [6] on all the three data sets.

The parameters MinPts (6) and eps (0.9) have been chosen

heuristically by experiment. C++ programs ware developed to

apply QDK, KM, GM, DD, and DBSCAN and to check the metrics

thresholds. The NB and DA results have been obtained using

DTREG (www.dtreg.com/DownloadDemo.htm) and WEKA

(http://www.cs.waikato.ac.nz/ml/weka/). In this study, all the

results were obtained using a desktop computer with 1 GB of

RAM, Intel Pentium 4, 1.3 GHz CPU, Windows XP professional

version 2002 Service Pack 1.
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TABLE 3
Gain Values for Various Data Sets

C#: Number of clusters, � Maximum gain value.

TABLE 4
Software Fault Prediction Error Analyses

TABLE 5
Various Results of Different Initialization Techniques

�Values taken from the best of six runs.



5 ANALYSIS OF THE RESULTS

In Table 3 the maximum gain values obtained by multiple runs of
K-Means algorithm for different cluster values are shown in bold
face in each column. Table 5 fifth column shows the gain values
obtained by the QDK algorithm for the same optimal number of
clusters obtained by Table 3. These two values within each column
are comparable. In fact gain values for QDK are nearly close or
equal in all the cases except AR4 data set. This indicates that
cluster quality obtained by QDK is comparable with K-Means
algorithm. Table 4 presents the software fault prediction error
analysis for three data sets namely AR3, AR4, and AR5. The values
of FPR, FNR, and Error are presented for six techniques. The FPR
values for QDK algorithm are better than CT and CS for AR3, AR4,
and AR5 data sets and FNR values are same as CT and CS except
in the case of AR4 data sets. The overall error rates are better than
CT and CS for AR3, AR4 as well as AR5 data sets. Further, for AR4
and AR5 data sets, our approach is comparable to supervised
learning approaches NB and DA. The overall error for AR4 data set
is 12.14 for QDK and 10.20 for NB, while it 13.88 for both QDK and
NB in AR5 data set. The overall error for AR4 data set is better
(12.14) for QDK as compared to DA (14.00). The overall error for
AR5 is 13.88 for QDK and 13.80 for DA which is very close. The
percent Error of QDK is equal to that of KM for AR3 and AR5 data
sets while it performs better in AR4 data set with respect to KM.
Moreover, QDK performs better than CT and CS for all the data
sets. For comparison sake we also labeled the clusters by majority
labeling and the cluster labels matched exactly with the labels we
had earlier assigned by mean. However, we did not proceed with
this approach since it required inspecting all the data points in a
cluster while our method required only one data which is the mean
of the final clusters. Results of Table 5 show that the NOI for QDK
is best for all the data sets except AR5 data set. The SSE and Gain
values of QDK are equal or comparable for all data sets except
AR4. The DBSCAN algorithm was applied upon the three data sets
and the number of clusters obtained was 1, 2, and 2 for AR3, AR4,
and AR5 data sets, respectively. It may be noted from Table 3 that
the highest gain values for the three data sets were obtained at 3, 3,
and 2 clusters. Moreover, DBSCAN treats some of the data as
noise, for example, in AR3, AR4, and AR5 data sets 13, 1, 1 percent,
data, respectively, were treated as noise data.

6 CONCLUSION

In this paper, we have evaluated the effectiveness of Quad Tree-
based K-Means clustering algorithm in predicting faulty software
modules as compared to the original K-Means algorithm. Quad
Trees are applied for finding the initial cluster centers for K-Means
algorithm. In case the user intends to form a desired (sayK)
number of clusters for K-Means algorithm, the Quad Tree-based
algorithm can give K initial cluster centers to be used as input to
the simple K-Means algorithm. This is facilitated by varying the
value of the threshold parameter which is input to the Quad Tree
algorithm. The overall error rates of software fault prediction
approach by QDK algorithm are found comparable to other
existing algorithms and are presented in Table 4. In fact, in the case
of AR4 and AR5 data sets, the overall error rates of QDK are
comparable with the supervised learning approaches NB and DA.
The results of Table 5 show that the QDK algorithm works as an
effective initialization algorithm. The number of iterations of
K-Means algorithm is less in the case of QDK except for AR5, and
the SSE as well as percent Error also give fairly acceptable values.
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