Hybridization strategies for continuous ant colony optimization and particle swarm optimization applied to data clustering
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1. Introduction

Swarm intelligence (SI) originated from the study of colonies or swarms of social organisms [1]. Among various algorithms in swarm intelligence, the ant colony algorithms (ACO) and particle swarm optimization (PSO) are two commonly used metaheuristic algorithms. In recent years, a large number of related studies have proposed methodologies and applications of the two algorithms.

The ant-based algorithm, chiefly used to solve combinatorial optimization problems, was inspired by observations of the foraging behavior of real ants [2,3]. ACO-related researches in various areas are numerous [4–7]. Traditional ACO mainly tackles combinatorial optimization problems. For applying traditional ACO in continuous-valued optimization problems, the continuous variables are usually discretized into discrete variables prior to performing ACO to handle the continuous-valued optimization problems [8,9]. This approach does not generally suffice in accuracy because the length of the discretization interval affects the quality of solutions. Recently, Socha and Dorigo [10] proposed a new ant-based algorithm named ACOR to solve continuous optimization problems, which has attracted research attention [11–13].

PSO is inspired by social behavior among individuals, for instance, bird flocks. Particles (individuals) representing a potential problem solution move through the search space [14]. Each particle produces a new acceleration to change the current position of the particle according to three parameters: (1) the best value of the particle itself; (2) the global best value; and (3) the acceleration of the particle. This approach, after several iterations, can find the optimal solution.

Premature convergence that leads to a fall into local optimum may exist in metaheuristic algorithms including ACOR and PSO. Premature convergence may be caused by a lack of diversity in the searching process. To improve diversity in the searching process, certain studies have proposed the concept of multiple sub-swarms with different characteristics [15,16], and others have proposed hybrid systems that combine different swarm algorithms [17]. Being applied as a part of a large system, the hybridization can improve the original algorithm and obtain a superior solution quality. Generally, the performance of a single algorithm is inferior to that of the hybrid algorithm [18,19]. Hybridization in swarm intelligence is essential for performance enhancement of a swarm intelligence optimization algorithm.

Hybridization of discrete ACO and PSO is popular; nevertheless, the hybridization of ACOR and PSO has not yet been investigated. This study proposes an innovative hybrid model by combining ACOR and PSO, and four types of hybridization strategies to combine the pheromone table and particle swarm. To demonstrate the computational performances, the proposed hybrid models are applied to data clustering, which is a difficult task with continuous-valued variables. Clustering divides large data objects into several clusters with a small similarity of intra-clusters and a large similarity of inter-clusters. Data clustering is applied to different
business areas where large transactional and customer data are accumulated, including sales management, marketing analysis, and document management.

Swarm intelligence algorithms including ant clustering and particle swarm optimization has been applied to clustering in recent years. To date, numerous studies have applied data clustering by employing ACO or PSO [20,21]. The ACO, which is designed for continuous numerical optimization problems, is applicable in data clustering; however, the application of ACOR, or ACOR combined with PSO in data clustering, is lacking. In the proposed methodology, this study investigates several approaches for the combination of the pheromone table and the solution of the particle swarm.

The remainder of this paper is organized as follows: Section 2 reviews relevant literature including the basic ACO, ACOR and PSO algorithms; Section 3 describes the ACOR–PSO hybrid systems; Section 4 presents the experimental results from the UCI dataset; and lastly, Section 5 provides conclusive remarks.

2. Related research

2.1. Ant colony optimization

Ant colony optimization (ACO) is an artificial system inspired by the behavior of real ant colonies, and is applied to solve discrete combinatorial optimization problems. The first ACO was developed to solve the classical traveling salesman problem (TSP) [22,23]. In the standard ACO, ants make a probabilistic choice based on the transition probability before updating the pheromones along their trail to a food source. In the TSP problem, the transition probability from City i to City j for the kth ant at the time step t is expressed as follows:

\[
\text{PROB}^k_{ij}(t) = \left\{ \begin{array}{ll}
\frac{[\tau_{ij}(t)]^\alpha [\eta_{ij}]^\beta}{\sum_{j \in V^k} [\tau_{ij}(t)]^\alpha [\eta_{ij}]^\beta} & \text{if } j \in V^k \\
0 & \text{otherwise}
\end{array} \right.
\]

(1)

where \(\tau_{ij}(t)\) is the amount of pheromone trail on edge \((i, j)\) at the time \(t\); \(\eta_{ij}\) is the a priori available heuristic information; \(\alpha\) and \(\beta\) are two factors that specify the relative effects of the pheromone trail and heuristic information; and \(V^k\) is the set of feasible neighborhood cities that have not yet been visited by the ant \(k\).

After each ant has completed a tour, the pheromone trails are updated by initially lowering them with a constant evaporation rate, and successively allowing each ant to deposit pheromone on the arcs that are a part of its tour, as indicated in the following equation:

\[
\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \sum_{k=1}^{M} \Delta \tau_{ij}^k
\]

(2)

where \(M\) is the number of ants, and \(\rho\) is the pheromone trail evaporation rate \((0 < \rho < 1)\). The parameter \(\rho\) is used to prevent unlimited accumulation of the pheromone trails and enables the algorithm to “forget” previously made bad decisions. On arcs that are not selected by the ants, the associated pheromone strength declines exponentially with the number of iterations. \(\Delta \tau_{ij}^k\), the quantity per unit of length of the trail substance that is laid on the edge \((i, j)\) by the \(k\)th ant, is defined as follows:

\[
\Delta \tau_{ij}^k = \begin{cases} 
\frac{Q}{L_k} & \text{if ant } k \text{ uses edge } (i, j) \text{ in its tour} \\
0 & \text{otherwise}
\end{cases}
\]

(3)

where \(L_k\) denotes the tour length, and \(Q\) is a predefined constant.

2.2. Ant algorithm for continuous domain

Socha and Dorigo [10] proposed the ant algorithm called ACOR for continuous domain. Following this research, certain studies focused on applying ant colony search to solve continuous optimization problems [24–28]. In the ACOR, each row in the pheromone table represents a solution of a set of decision variables. Each solution has a value of objective function. The new ants of next generation are generated using a roulette wheel probability based on the objective function of each solution in the pheromone table. The detail algorithm of ACOR is as follows:

Step 1: For each solution \(s_i\) in the pheromone table, calculate the value of the objective function \(f(s_i)\). Sort the solutions in the pheromone table according to their objective values, that is, for a minimum problem: \(f(s_1) \leq f(s_2) \leq \ldots \leq f(s_j) \leq \ldots \leq f(s_K)\), where \(K\) is number of rows (solutions) in the pheromone table.

Step 2: Calculate the weight \(\omega_i\), so that \(\omega_1 \geq \omega_2 \geq \ldots \geq \omega_j \geq \ldots \geq \omega_K\).

\[
\omega_i = \frac{1}{qK\sqrt{2\pi}} e^{-\left(i-1\right)^2/2q^2K^2}
\]

(4)

where \(q\) represents the learning rate between 0 and 1.

Step 3: Compute the probability of the roulette wheel \(p_i\), according to the value of \(\omega_i\) for each solution.

\[
p_i = \frac{\omega_i}{\sum_{j=1}^{K} \omega_j}
\]

(5)

Step 4: Repeat the following steps \(M\) times to generate \(M\) new ants \((M < K)\): produce a new value repeatedly for each variable of a new ant by employing the normal distribution \(N(\mu^d_i, \sigma^d_i)\), where \(\mu^d_i\) is a value selected from the \(d\)th value (variable) of the \(i\)th solution in the pheromone table by the probability of \(p_i\), and \(\sigma^d_i\) is defined as follows:

\[
\sigma^d_i = \xi \sum_{j=1}^{K} |x^d_j - x^d_i| / K - 1
\]

(6)

where \(x^d_i\) is the value of the \(d\)th variable of the \(i\)th solution, \(K\) is the size of the pheromone table, and \(\xi\) represents the evaporation rate.

Step 5: Evaluate the \(M\) new ants and replace the inferior solutions in the pheromone table by the superior solutions from the \(M\) new ants.

2.3. Particle swarm optimization

PSO is inspired by the social behavior among individuals. Recently, many PSO variants were introduced including [29–31]. Particles representing a potential solution to the optimization problem move through a search space. Each particle maintains a record of the position of its previous optimal performance called \(p\text{best}\). The optimal performance obtained thus far from the entire swarm is called \(g\text{best}\). A particle calculates its new velocity and updates its new position based on the direction of its previous optimal position and the global best position. Let \(p\text{best}^d_i\) denote the previous optimal position of the \(d\)th dimension encountered by the \(i\)th particle, and \(g\text{best}^d\) denote the global best position of the \(d\)th dimension.

The current velocity of the \(d\)th dimension of the \(i\)th particle at the iteration \(t\) is defined as follows:

\[
v^d_i(t) = w \cdot v^d_i(t) + c_1 \cdot \text{rand} \cdot \left( p\text{best}^d_i - x^d_i(t-1) \right) + c_2 \cdot \text{rand} \cdot \left( g\text{best}^d - x^d_i(t-1) \right),
\]

(7)

\[
v^d_i \in [-v\text{max}, v\text{max}]
\]

(8)
In the abovementioned formula, \( r_{\text{nd}} \) is a random function in the range \([0,1]\). The positive constants \( c_1 \) and \( c_2 \) are the personal and social learning factors, respectively, and \( w \) is the inertia weight, which was first introduced by Shi and Eberhart [32]. Inertia weight balances the global exploration and local exploitation. The velocity is restricted to the \([-v_{\text{max}},v_{\text{max}}]\) range, in which \( v_{\text{max}} \) is a predefined boundary value. The value of \( v_{\text{max}} \) determines the resolution of the search regions between the present and target position. Eberhart and Shi [33] suggested that \( v_{\text{max}} \) should be set to approximately 10–20% of the dynamic range of the variable in each dimension. The new position of a particle is calculated with the following formula:

\[
    x_i^{d}(t) = x_i^{d}(t - 1) + v_i^{d}(t)
\]  

(9)

2.4. Hybrid systems

Studies on hybrid systems in swarm intelligence have recently gained popularity, for instance, those on the integration of PSO with ACO [34–38], ACO with Hooke and Jeeves local search [39], and ACO with differentiation evolution [39]. The hybrid application combining the ant colony algorithm and particle swarm algorithm is popular. To our knowledge, the hybrid system of mixing the continuous ant colony and particle swarm algorithm has not yet been implemented. This paper investigates the strategy for combining the continuous ant colony algorithm and the particle swarm optimization to improve data clustering performance.

2.5. Data clustering

Clustering is an unsupervised data segmentation technique for grouping a set of data objects into classes of similar data objects. Certain popular clustering methods can be adopted such as partitioning methods, hierarchical methods, grid-based methods, model-based methods, and density-based methods [40]. Swarm intelligence, including ant algorithms and PSO, has been used in clustering. Ant-based clustering was first introduced by Denebourg et al. [41] to model ants gathering items to form heaps; other studies have proposed improved versions [42–46]. Another ant-based approach in clustering involves representing a solution as a set of cluster centers, and adopting the ant algorithm to search for the optimal set of cluster centers [38,47].

Several studies have applied PSO in clustering [48–53]. These literatures showed that with certain enhancements, PSO can avoid trapping into local optimum, and outperformed a few other traditional clustering algorithms.

3. Hybridization architecture of ACO and PSO

3.1. Cluster center representation and data preprocessing

In our proposed ACO–PSO hybridization, a solution is represented as a combination of cluster centers. Thus, the length of a solution is equal to the dimensions of a dataset multiplying the number of clusters. The objective function, which is used to evaluate the merit of clustering, is defined as

\[
    f = \frac{\sum_{k=1}^{N_c} \sum_{i=1}^{N_s} \min ||x_i - C_k||^2}{\sum_{k,j=1; k \neq j}^{N_c} d(C_k, C_j)}
\]  

(10)

where \( N_c \) = number of centers, \( N_s \) = sample size, \( ||x_i - C_k||^2 = \) distance between sample \( i \) and center \( k \), and \( d(C_k, C_j) \) = distance between center \( k \) and center \( j \).

The intra-cluster distance is obtained by summarizing all pairwise distances from points in the cluster to the cluster center. The inter-cluster distance between clusters is computed as the distance between the centers. Clusters must be compact, with cluster centers far from each other for good clustering, giving \( f \) a small value.

All the variables are scaled before clustering. The main advantage of scaling is to avoid attributes in greater numeric ranges dominating those in smaller numeric ranges. Each variable can generally be linearly scaled to the range \([0,1]\), as with the following formula:

\[
    x_{\text{new}} = \frac{x - \min(x)}{\text{max}(x) - \min(x)}
\]  

(11)

where \( x_{\text{new}} \) is the scaled value of the variable \( x \), and \( \min(x) \) and \( \text{max}(x) \) are the minimum and maximum values of the variable \( x \), respectively.

3.2. Four strategies of combination for ACO and PSO

This study hybridizes ACO and PSO in clustering. In the ACO, the new ants are generated based on the pheromone table; in the PSO, the new position for each particle is produced based on the current position of the particle. The ACO (ACOR-Module) provides new solutions at each ant cycle (iteration), where new ants are generated based on the current solutions of the pheromone table, abbreviated as “PHERO.” A pseudocode of the ACO-Module is presented as follows:

**Algorithm: ACO-Module**

\[
\begin{array}{l}
\text{Do for each ant, } \text{ant}_{\text{m}}, \text{ } m = 1, 2, \ldots, M \\
\text{Do for each variable } x_i^d \text{ in } \text{ant}_{\text{m}}, \text{ } d = 1, 2, \ldots, D \\
\hspace{1.em} (1) \text{Choose a } \mu_i^d \text{ from the pheromone table, } \text{PHERO} \text{ (K dimensions)} \\
\hspace{1.em} \text{based on the probability } p \text{ in Eq. (5), where } i \in \{1, 2, \ldots, K\} \\
\hspace{1.em} (2) \text{Calculate } \sigma_i^d \text{ as follows: if } r_{\text{nd}} \leq \varphi_1, \text{ generate a standard deviation } \sigma_i^d \text{ using Eq. (6)} \\
\hspace{2.em} \text{else}, \text{ generate a random standard deviation } \sigma_i^d \text{ using the uniform distribution } U(0,1) \text{, where } r_{\text{nd}} \text{ is a random number} \\
\hspace{2.em} \text{of } \{0 \leq r_{\text{nd}} \leq 1\}, \text{ and } \varphi_1 \text{ is a predefined threshold between 0 and 1 to} \\
\hspace{2.em} \text{generate a random value for } \sigma_i^d \\
\hspace{1.em} (3) \text{Produce a new value of } x_i^d \text{ as follows: if } r_{\text{nd}} \leq \varphi_2, \text{ generate a new value} \\
\hspace{2.em} \text{by the normal distribution } N(\mu_i^d, \sigma_i^d) \text{. Else, generate a random value by the uniform distribution } U(0,1) \text{, where } r_{\text{nd}} \text{ is a random number} \\
\hspace{2.em} \text{of } \{0 \leq r_{\text{nd}} \leq 1\}, \text{ and } \varphi_2 \text{ is a predefined threshold} \\
\hspace{2.em} \text{between 0 and 1 for generating a random solution for } x_i^d \\
\end{array}
\]

EndDo

EndDo

Return new ants with \( M \) rows (solutions)

In the ACO-Module, this study introduces two thresholds to improve the exploration ability: \( \varphi_1 \) for generating a random value of standard deviation \( \sigma_i^d \), and \( \varphi_2 \) to generate a random value of the \( d \)th variable of the \( m \)th ant. A proper setting of the two thresholds via experiments is required.

At the iteration \( t \), PSO (PSO-Module) generates new particles based on the current positions of particles, abbreviated as PAR. The basic procedure for the PSO-Module is as follows:

**Algorithm: PSO-Module**

\[
\begin{array}{l}
\text{Do for each particle, } \text{par}_{\text{i}}, \text{ } i = 1, 2, \ldots, K \\
\text{Do for each dimension } d \text{ in particle, } d = 1, 2, \ldots, D \\
\hspace{1.em} \text{Calculate the new velocity } v_i^d(t) \text{ by Eq. (7)} \\
\hspace{1.em} \text{Update the new position } x_i^d(t) \text{ by Eq. (9)} \\
\end{array}
\]

EndDo

EndDo

Return new positions of particles, PAR

The ACO-Module and PSO-Module are thus combined via four hybridization strategies according to the update strategy for the pheromone table and current position of the particle swarm. The four strategies of hybridization are proposed as follows: (1) sequence approach; (2) parallel approach; (3) sequence with double the size of the pheromone table; and (4) global best exchange. The first three strategies combine the pheromone table and PSO
swarm in different manners, while the fourth strategy simply exchanges the global best solution of each algorithm.

3.2.1. Sequential approach

In the sequential approach, the ACOR and PSO share the same set of solutions, named the “pheromone-particle” table, abbreviated as “PHERO_PAR”, which acts as the pheromone in ACOR and the current solution information in PSO. Based on the pheromone-particle table, the PSO generates new particles and replaces the inferior solutions in the pheromone-particle table with superior solutions from the new particles. Based on the updated pheromone-particle table by the PSO, the ACOR subsequently generates new ants and replaces the inferior solutions in the pheromone-particle table with superior solutions from the new ants. The features of sequential approach are: (1) the superior solutions generated by the PSO and the ACOR can be retained in the pheromone table; and (2) PSO generates new ants and replaces the inferior solutions in the pheromone table; this may diversify the pheromone table, thus preventing the ACOR from trapping into the local optimum. Fig. 1 shows the main steps of the sequential update approach, and the detailed algorithm is as follows:

Algorithm: Sequential approach
Create and initialize a pheromone-particle table, PHERO_PAR, with K rows (particles) and D dimensions using uniform distribution
Calculate fitness using Eq. (10) for each particle in PHERO_PAR, update pbest for each particle, and update gbest with the best fitness value of all the particles
Do until the stopping condition is true
Generate new positions for all particles in PHERO_PAR by performing Pheromone-Particle Module
Do for each particle, in PHERO_PAR, i = 1, 2, . . . , K
Calculate fitness of particle, using Eq. (10), and update its pbest if the fitness value of particle, is better than its pbest
Update gbest if the fitness value of particle, is better than the gbest
EndDo
Generate new ants, ANT, with M rows by performing ACOR-Module based on the updated PHERO_PAR performed in the previous step
Do for each ant, in the ANT, i = 1, 2, . . . , M
Calculate fitness of ant, using Eq. (10)
Replace the worst solution in PHERO_PAR and update its pbest, if the fitness value of ant, is better than that of the worst particle in PHERO_PAR
Update gbest, if the fitness value of ant, is better than the gbest
EndDo
Enddo
Return gbest, the optimal solution

3.2.2. Parallel approach

Based on the pheromone-particle table, the PSO generates new particles, and the ACOR generates new ants in parallel. The inferior solutions in the pheromone-particle are replaced by the superior solutions from both the K new particles and M new ants. The main difference between the sequential and parallel approach is the manner in which they update the pheromone-particle table. In the parallel approach, the new ants are generated directly from the pheromone-particle table, without being based on the new particles, whereas in the sequential approach, the ants are generated from the updated pheromone-particle that is renewed by the PSO. The diversity of the pheromone table may be different between the two approaches, and this may result in different new solutions. Fig. 2 shows the main concept of the parallel update approach, and its detailed algorithm is as follows:

Algorithm: Parallel approach
Create and initialize a pheromone-particle table, PHERO_PAR, with K rows and D dimensions using uniform distribution
Calculate fitness using Eq. (10), update pbest for each particle, and update gbest with the best fitness value of all the particles
Do until the stopping condition is true
Generate new ants, ANT, with M rows by performing ACOR-Module based on PHERO_PAR
Generate new positions for particles in PHERO_PAR by performing Pheromone-Particle Module
Do for each particle, in PHERO_PAR, i = 1, 2, . . . , K
Calculate fitness of particle, using Eq. (10), and update its pbest if the fitness value of particle, is better than its pbest
Update gbest if the fitness value of particle, is better than the gbest
EndDo
Do for each ant, in ANT, i = 1, 2, . . . , M
Calculate fitness of ant, using Eq. (10)
Replace the worst solution in PHERO_PAR and update its pbest, if the fitness value of ant, is better than that of the worst solution in PHERO_PAR
Update gbest, if the fitness value of ant, is better than the gbest
EndDo
Enddo
Return gbest, the optimal solution

Fig. 1. Sequence approach.

Fig. 2. Parallel approach.
3.2.3. Sequential approach with the enlarged pheromone-particle table

Based on the pheromone-particle table, the PSO generates $K$ new particles, which are successively combined with the pheromone-particle table to form an enlarged pheromone-particle table with the size of $2K$. Based on the enlarged pheromone-particle table, the ACOR generates $M$ new ants. Among the new ants and the enlarged pheromone-particle table, the best $K$ solutions are kept to form a new pheromone-particle table. For the PSO, the $pbest$ and $gbest$ are obtained from the updated pheromone-particle table; for the ACOR, the new ants are generated based on the enlarged pheromone table with diversity; thus, this approach prevents trapping into a local optimum. Fig. 3 shows the main concept of the sequential approach with the enlarged pheromone-particle table, and its detailed algorithm is as follows:

3.2.4. Global best exchange

This strategy simply shares only the best solution instead of the entire pheromone/particle table with each other, as shown in Fig. 4. The PSO generates new particles based on its own particle table, and the ACOR generates new ants based on its own pheromone table. The two models exchange their best solution. This approach maintains the original features of the PSO and ACOR respectively. The algorithm of the global best exchange approach is detailed as follows:

---

**Fig. 3.** Sequence approach with enlarged pheromone-particle table.

**Fig. 4.** Global best exchange approach.
3.2.5. Computational complexity analysis

The time complexity of the aforementioned four hybridizations of the ACOR–PSO models is proportional to the number of iterations, the number of particles, and the number of ants, and can be computed according to their main steps, as follows:

\[ N_{\text{iterations}} \times (N_{\text{NewAnts}} \times T_{\text{Ant}} + N_{\text{NewParticles}} \times T_{\text{Particle}} + T_{\text{Update}}) \quad (12) \]

where \( N_{\text{iterations}} \): number of iterations, \( N_{\text{NewAnts}} \): number of new ants, \( N_{\text{NewParticles}} \): number of new particles, \( T_{\text{Ant}} \): runtime for generating a new ant, \( T_{\text{Particle}} \): runtime for generating a new particle, \( T_{\text{Update}} \): runtime for relevant processes including updating the pheromone table, updating the position of a new particle, and other necessary processing times.

4. Experiments

4.1. Description of experiments

This study conducted experiments to evaluate the clustering performance of the proposed hybrid models on nine real-world datasets from the UCI database (see Table 1). This study evaluated four types of hybrid approaches, and compared the hybrid approaches between K-means, the PSO, and the ACOR.

The experiment was conducted as follows: perform clustering with a cluster number from 2 to 10; each clustering experiment is repeated five times. Thus, \( 9 \times 5 = 45 \) experiments are conducted for each dataset. The clustering performances are calculated by using Eq. (10). The performances of the five repeated runs are averaged before the averaged performances for the 45 experiments are further averaged for each dataset.

Because the number of iterations affects clustering performances, each experiment is set to the same number of evaluations for a fair comparison on performance. A new solution is evaluated using the objective function, Eq. (10). An “evaluation” is defined as calculating the objective function for a solution. Therefore, as shown in Table 2, the number of evaluations for the PSO is equal to the size of particle swarm multiplied by the number of iterations, the number of ants multiplied by the number of iterations for the ACOR, and the size of the pheromone–particle table, in addition to the number of ants multiplied by the number of iterations for the hybrid models. Therefore, for the hybrid models, the number of evaluations is \( (15 + 5) \times 500 = 10,000 \), which is the same as that of the standalone ACOR or PSO. Among the four hybrid models, their number of evaluations is also the same; for the sequential approach with the enlarged pheromone–particle table, the new ants are generated from the enlarged pheromone–particle table without increasing its number of evaluations.

The number of evaluations was set to 10,000 in this study. Other relevant system parameters for each model were fine-tuned by preliminarily experiments, and are shown in Table 3.

4.2. Comparisons against traditional models

This paper performed experiments in data clustering for the hybrid models, traditional K-means, the PSO, and the ACOR. For the sake of brevity, the hybridization of the sequence approach is abbreviated as Hybrid I, that of the parallel approach as Hybrid II, the sequence with the enlarged size of the pheromone table as Hybrid III, and the global best exchange as Hybrid IV. Table 4 illustrates the average 5-run performances with a cluster number from 2 to 10 by using the Iris dataset for K-means, the PSO, the ACOR and the four types of the hybrid models. The 5-run performances of the various number of clusters are further averaged for the nine experimental datasets, which are shown in Table 5.

Among K-means, the PSO, and the ACOR, the ACOR has a superior average performance than the PSO in all the datasets except the breast cancer and the wine recognition datasets. The K-mean clustering is inferior to the PSO and ACOR models, especially in datasets with large sample sizes including Liver, Pima, Yeast, Contraceptive, and German datasets.

For the proposed hybridization strategies, the performances of the four ACOR–PSO hybrid models are superior to those of the traditional K-means, the standalone PSO, and the standalone ACOR in all the datasets, except for the wine dataset – the average performance of the parallel update model (Hybrid II) is slightly inferior to that of the PSO in the wine dataset. However, experimental results using public UCI datasets generally show that the performances of the proposed hybrid systems are superior to those of the K-mean, the PSO, and the ACOR.

With experimental data from 2 to 10 clusters, this study conducted performance comparisons by employing the nonparametric Wilcoxon test between the four ACOR–PSO hybrid models and the other three models (K-means, the PSO, and the ACOR). The reasons for adopting the nonparametric test with dependent samples to compare the performances are as follows: if population distributions are unknown and samples are identical or dependent, the nonparametric test with dependent samples is suggested for model comparison [54,55]. Table 6 shows the results of 2-tailed significance levels using the Wilcoxon test. As shown in the table, because most comparisons achieve a significance level of 0.1 except the values marked in gray, in most cases, the hybrid models notably outperform the other three models with a 0.1 significance level.

4.3. Comparisons between various hybrid models

The performance comparisons using the nonparametric Wilcoxon signed ranks test between the four ACOR–PSO hybrid

---

Table 1

<table>
<thead>
<tr>
<th>No.</th>
<th>Names</th>
<th>#Instances</th>
<th>Numeric features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>German (credit card)</td>
<td>1000</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>Pima-Indian diabetes</td>
<td>768</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Breast cancer (Wisconsin)</td>
<td>699</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>Iris</td>
<td>150</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Yeast</td>
<td>1484</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>Ecoli</td>
<td>336</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Liver disorders</td>
<td>354</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>Contraceptive method choice</td>
<td>1473</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Models</th>
<th>Calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Number of swarm particles \times number of iterations</td>
</tr>
<tr>
<td>ACOR</td>
<td>Number of ants \times number of iterations</td>
</tr>
<tr>
<td>Hybrid models</td>
<td>((\text{Size of pheromone-particle table} + \text{number of ants}) \times \text{number of iterations})</td>
</tr>
</tbody>
</table>
Table 4
Average 5-run performances using Iris dataset for K-means, PSO, ACOR and four types of hybrid models.

<table>
<thead>
<tr>
<th>#Cluster</th>
<th>K-means</th>
<th>PSO</th>
<th>ACOR</th>
<th>Hybrid I</th>
<th>Hybrid II</th>
<th>Hybrid III</th>
<th>Hybrid IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.9166</td>
<td>2.8395</td>
<td>2.7470</td>
<td>2.7191</td>
<td>2.7203</td>
<td>2.7179</td>
<td>2.7248</td>
</tr>
<tr>
<td>4</td>
<td>1.3438</td>
<td>1.3978</td>
<td>1.3331</td>
<td>1.2912</td>
<td>1.2737</td>
<td>1.1937</td>
<td>1.2433</td>
</tr>
<tr>
<td>5</td>
<td>0.7036</td>
<td>0.6981</td>
<td>0.7432</td>
<td>0.6238</td>
<td>0.6285</td>
<td>0.6114</td>
<td>0.6491</td>
</tr>
<tr>
<td>6</td>
<td>0.4173</td>
<td>0.4578</td>
<td>0.4709</td>
<td>0.3813</td>
<td>0.4105</td>
<td>0.3537</td>
<td>0.3913</td>
</tr>
<tr>
<td>7</td>
<td>0.2781</td>
<td>0.2979</td>
<td>0.3352</td>
<td>0.2722</td>
<td>0.2878</td>
<td>0.2429</td>
<td>0.2692</td>
</tr>
<tr>
<td>8</td>
<td>0.1947</td>
<td>0.2164</td>
<td>0.2562</td>
<td>0.2030</td>
<td>0.2173</td>
<td>0.1786</td>
<td>0.1923</td>
</tr>
<tr>
<td>9</td>
<td>0.1633</td>
<td>0.1558</td>
<td>0.1974</td>
<td>0.1399</td>
<td>0.1603</td>
<td>0.1209</td>
<td>0.1427</td>
</tr>
<tr>
<td>10</td>
<td>0.1049</td>
<td>0.1146</td>
<td>0.1668</td>
<td>0.1051</td>
<td>0.1256</td>
<td>0.0941</td>
<td>0.1070</td>
</tr>
<tr>
<td>Average</td>
<td>2.1292</td>
<td>2.0249</td>
<td>2.0170</td>
<td>1.9480</td>
<td>1.9648</td>
<td>1.9338</td>
<td>1.9579</td>
</tr>
</tbody>
</table>

Table 5
Summaries of average performances for K-means, PSO, ACOR and four types of hybrid models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>K-means</th>
<th>PSO</th>
<th>ACOR</th>
<th>Hybrid I</th>
<th>Hybrid II</th>
<th>Hybrid III</th>
<th>Hybrid IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yeast</td>
<td>67.7618</td>
<td>20.8300</td>
<td>18.0631</td>
<td>16.7473</td>
<td>17.4590</td>
<td>16.2527</td>
<td>17.4873</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>175.3859</td>
<td>120.1819</td>
<td>113.2969</td>
<td>107.6461</td>
<td>110.2654</td>
<td>105.7992</td>
<td>109.3104</td>
</tr>
<tr>
<td>Iris</td>
<td>2.1292</td>
<td>2.0249</td>
<td>2.0170</td>
<td>1.9480</td>
<td>1.9648</td>
<td>1.9338</td>
<td>1.9579</td>
</tr>
<tr>
<td>German</td>
<td>355.7430</td>
<td>207.6890</td>
<td>196.2553</td>
<td>181.9553</td>
<td>192.6266</td>
<td>174.1519</td>
<td>180.2570</td>
</tr>
</tbody>
</table>

Table 6
Performance comparison among models using the Wilcoxon test.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Hybrid models vs. K-means</th>
<th>Hybrid models vs. PSO</th>
<th>Hybrid models vs. ACOR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>0.086</td>
<td>0.594</td>
<td>0.028</td>
</tr>
<tr>
<td>Ecoli</td>
<td>0.021</td>
<td>0.010</td>
<td>0.008</td>
</tr>
<tr>
<td>Liver</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Pima</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Yeast</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>0.859</td>
<td>0.859</td>
<td>0.066</td>
</tr>
<tr>
<td>Iris</td>
<td>0.028</td>
<td>0.110</td>
<td>0.008</td>
</tr>
<tr>
<td>Wine</td>
<td>0.051</td>
<td>0.953</td>
<td>0.011</td>
</tr>
<tr>
<td>German</td>
<td>0.021</td>
<td>0.214</td>
<td>0.021</td>
</tr>
</tbody>
</table>

models are shown in Table 7. The significance between Hybrid III and the other three hybrid models achieves 0.05 for all the datasets except for the Iris (Hybrid IV) and Wine datasets (Hybrid I and IV). Generally, the performance of the sequential update model with the enlarged size of the pheromone table (Hybrid-III) is significantly superior to that of the other three hybrid models.

One possible reason for superior performance of the Hybrid-III is that the double size of the pheromone-particle table improves the diversity for generating new solutions. The diversity of new populations can improve the solution quality [17]. Some possible strategies may improve the diversity of populations including sub-populations [57,58], and random velocity in PSO [59]. The diversity of pheromone-particle table is another possible way investigated in this study to improve the diversity of populations.

The proposed implementation was executed on the Matlab 7 platform, with an Intel Core 2 Duo CPU running at 3.0 GHz and 4 GB RAM. The average CPU times for the four models required a couple of minutes. There were no significant differences between the four hybrid models.

4.4. Description of convergence

This section discusses the convergence of the proposed algorithm. The Iris dataset with ten cluster centers is regarded as an example. Fig. 5 shows the convergence chat for the PSO, the ACO, and the four ACOR–PSO hybrid models, where the X-axis represents the number of iterations, and the Y-axis is the average performance. In this example, the ACOR is more likely to trap into local optimum than the other models. Generally, the PSO-ACOR hybrid models are superior compared to the PSO and ACOR models. For the four hybrid PSO-ACOR models, Hybrid-III performs well because after 480 generations, its performance is superior to the other models.

The length of a solution is proportional to the number of clusters. A large number of clusters complicates the search space, and more execution iteration is required to obtain a satisfying solution. The experimental results in this study are based on the performances at iteration 500 for the ACOR, the PSO, or the ACOR–PSO hybridized
models. However, the clustering performance can be improved by increasing iterations. For example, for the Iris dataset, the performance using 10 clusters is 0.0941 at iteration 500 for the Hybrid III model. When the iteration increases to 1000, its performance is 0.0797, which is an improvement of approximately 15.3%.

5. Conclusion and discussions

Swarm intelligence focuses on the collective behaviors that result from the local interactions of the individuals and interactions with their environment. This study investigated the hybridizations of two popular swarm intelligence algorithms—the continuous ant colony optimization algorithm and the particle swarm algorithm. Based on the strategy of hybridizing the pheromone table and particle swarm, updating the pheromone and particle, and exchanging the global best solutions, this study proposed four hybrid models: sequential, parallel, sequential with enlarged pheromone-particle table, and global best exchange.

Nine experimental datasets were tested for clustering. According to the average clustering performance, the hybrid models are superior to the traditional K-means, the standalone PSO, and the standalone ACOR models. The hybrid models can preserve diversity when generating new solutions.

The experimental results prove that the hybridization strategies are effective. Among the four hybrid models, the sequential update with the enlarged pheromone-particle table achieved the best average performance. In this hybridization strategy, the new particle solutions generated by the PSO are combined with the pheromone-particle table; thus increasing the chances of the ACOR to explore the search space. Compared to the standalone ACO with a single-pheromones table, the hybrid model has more diversity when generating new solutions, and might be capable of avoiding a fall into the local optimum.

This study summarizes the contributions of this research as follows: (1) this study is the first investigation on the hybridization strategies for the ACOR–PSO applied in data clustering. (2) The experiment indicates that, for designing the pheromone–particle table in the hybridized ACOR–PSO, the diversity was found to be critical for generating new solutions. A hybrid strategy that preserves diversity in the pheromone-particle table might lead to obtaining superior solutions after a certain number of iterations.

After the experimental assessment on the proposed ACOR–PSO hybridization strategies using various datasets, this study concludes and summarizes the contributions of this research as follows:

1. The continuous ant algorithm ACOR is a new method that has recently been proposed. To our knowledge, the hybridization of ACOR with PSO has not yet been investigated. This study examined the hybridization strategies for the ACOR–PSO applied in data clustering, and provided promising experimental results.
2. The proposed hybrid models have been proven to be superior compared to a standalone system in this study. Additionally, among the four strategies, the diversity of the pheromone-particle table was found to be critical for generating new solutions for the ACOR–PSO. A hybrid strategy that preserves diversity in the pheromone-particle table might lead to obtaining superior solutions after a certain number of iterations.

This study applied the proposed hybridization strategies of the ACOR–PSO in data clustering. Furthermore, they can be applied in other continuous-valued optimization problems, including function optimization. In addition to the extension of the application domain, future studies can investigate the model itself to improve its solution quality, such as by incorporating other hybridization modes and adapting sub-swarm with different characteristics to enhance searching ability.
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