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Delamination and matrix cracking are routine damage mechanisms, observed by post-mortem analysis of
laminated structures containing geometrical features such as notches or bolts. Current finite element
tools cannot explicitly model an intralaminar matrix microcrack, except if the location of the damage
is specified a priori. In this work, a meshless technique, the Element-Free Galerkin (EFG) method, is uti-
lized for the first time to simulate delamination (interlaminar) and intralaminar matrix microcracking in
composite laminates.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

In composite laminates, defects tend to accumulate at the inter-
face between plies or in intralaminar pockets that are rich in resin.
Consequently, interfaces and off-axis plies (worst case is a 90� ply
with respect to the loading axis) are locations where cracks are
likely to initiate. In realistic structures, both mechanisms of failure
are usually present. With respect to finite element simulation, a
smeared approach is usually adopted for the simulation of matrix
cracking, while delamination is modelled discretely. This has nota-
ble shortcomings, as the very use of smearing effectively reduces
the stress concentration that is needed to trigger a delamination
driven by matrix cracking, Fig. 1.

Unfortunately, smearing is often the only option available, gi-
ven that the location of the transverse crack may not be deter-
mined in advance, hence interface elements cannot always be
used. Jiang et al. [1] used interface elements inserted transversely,
following a failure path indicated by experimental results, however
the aim of the current work is to develop truly predictive tools,
including the determination of the propagation path as part of
the problem’s solution.

A previous investigation, Guiamatsia et al. [2], showed that a
routine for inserting interface elements during the course of the
simulation, implemented in a commercially available package,
was computationally costly. On the other hand, meshless methods
have existed for a number of years and the Element-Free Galerkin
ll rights reserved.
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(EFG) method was first proposed for the simulation of fracture 15
years ago, Belytschko et al. [3]. These methods offer the advantage
of allowing topology changes – node creation, removal and ‘h’
refinement – in a seamless manner.

This paper is organized in three sections: first, a general
description of the EFG method is provided, then the particular as-
pect of accuracy and convergence of meshless modelling of beams
is examined. Finally, some results obtained for mixed-mode
delamination, as well as matrix cracking are presented.
2. The Element-Free Galerkin method

A meshless method is defined in a broad sense as a method
where nodes are not required to be interconnected. In the Ele-
ment-Free Galerkin (EFG) method, a mesh of nodes is generated
to define the domain and its boundaries, and the solution of the
problem sought at these nodes. However, cells are also defined
over the domain, and are referred to as background cells or integra-
tion mesh, used for numerical integration. Fig. 2 illustrates the con-
cepts of a mesh of nodes and background mesh for a sample
domain.

Two ingredients are essential for the numerical solution of a
boundary-value problem based on a weak formulation: an interpo-
lation scheme and a numerical integration scheme. In the finite
element (FE) approach, both schemes directly derive from the ele-
ment’s definition, however in element-free modelling, special tech-
niques are required. In the Element-Free Galerkin approach, the
moving least squares (MLS) scheme is used for interpolation, and
a mesh of background cells, with no required connection to the no-
dal discretization, is used for the purpose of numerical integration.

http://dx.doi.org/10.1016/j.compscitech.2009.08.005
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Fig. 1. Delamination triggered by transverse cracking.
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A brief outline is presented in this paper but the reader is referred
to the monograph by Liu [18] for further details.

2.1. MLS approximation

The moving least squares (MLS) interpolation is a data-fitting
technique, Lancaster and Salkaukas [4], Nayroles et al. [5], and is
at the heart of the EFG method’s formulation. In this scheme, the
least squares measure of the error is weighted in order to create
a favorable bias for the neighborhood of the current function eval-
uation: the closer the point, the greater its influence on the inter-
polated value. The derivation presented here is limited to the
one-dimensional case, for the sake of simplicity.

Consider a neighborhood, or support domain, of n nodes where
the values of a function, ui ¼ uðxiÞ; i ¼ 1;n, are known. The unknown
function, u, is approximated at an (integration) point of coordinate x
using a basis of monomials pT ¼ ½1 x x2 . . . xm �, where

uðxÞ � uhðxÞ ¼ pT a ¼ 1 x x2 . . . xm
� �
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Fig. 2. Background mesh of integra
and m is the total number of monomials considered for the approx-
imation. As a general rule, m is kept as small as possible, for in-
stance m ¼ 2, both to satisfy the condition: m� n, and to enable
the determination of the vector of variable coefficients aðxÞ. These
coefficients are given as the solution of the minimization of the
least squares measure of the error J, where

JðxÞ ¼
Xn

i¼1

wðx� xiÞ pTðxiÞaðxÞ � ui
� �2

h i
: ð2Þ

The kernel or weight function, wðx� xiÞ, is a bell shaped func-
tion that provides compactness to the interpolation, and also con-
trols the degree of continuity of the resulting MLS interpolation.
Commonly used kernel functions are the truncated gaussian,
wgðdÞ, the cubic spline, wcsðdÞ and quartic spline, wqsðdÞ, where
d ¼ x�xi

R is the distance between the point where the function is
evaluated and a support node i, and R is the radius of the support
domain for the point of coordinate x,

wgðdÞ ¼
e�d�e�1

1�e�1 if d 6 1;

0 if d > 1;

(
ð3Þ

wcsðdÞ ¼

2
3� 4d2 þ 4d3 if d 6 1
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3� 4dþ 4d2 � 4
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The procedure for determining the radius R of the support do-
main is the following:

1. A radius of influence c is assigned to all nodes of the domain.
This is usually either a fixed radius, or is determined from the
smallest polygon surrounding the node, as suggested in Bely-
tschko et al. [3].

2. All n nodes for which the current (integration) point x is within
the radius of influence constitute the support domain of x.

3. Finally, the radius of the support domain is calculated as the
largest distance between x and the support nodes:
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R ¼ maxðkx� xikÞ; for i ¼ 1;n: ð6Þ

If a coordinate x ¼ x0 is chosen, setting @Jðx0Þ
@aiðx0Þ

¼ 0 yields a system
of n linear equations with n unknown coefficients aiðx0Þ:

Aðx0Þaðx0Þ ¼ Bðx0ÞU; ð7Þ

Aðx0Þ ¼
Xn

i¼1

wðx0 � xiÞ pðx0Þ pTðx0Þ
� �

; U ¼ u1 u2 . . . unf gT
;

Bðx0Þ ¼ wðx0 � x1Þpðx1Þ wðx0 � x2Þpðx2Þ . . . wðx0 � xnÞpðxnÞ½ �:

The ‘moving’ character of the interpolation comes from the fact,
outlined here, that these coefficients are only valid at point x0 and
will be different, in general, for any other point of coordinates
x – x0. Substituting the values of the coefficients in the initial
approximation yields the shape functions, i.e. the vector of weights
corresponding to each node of the support domain,

uðxÞ ¼ /ðxÞU ) /ðxÞ ¼ pðxÞA�1ðxÞBðxÞ: ð8Þ

The derivatives of the shape functions are calculated simulta-
neously in the same routine using Eq. (9), where the dependence
on the variable x is omitted here for clarity of the presentation,

/;x ¼
@/
@x
¼ p;x � pA�1A;x

� �
A�1Bþ pA�1B;x: ð9Þ
2.2. Equilibrium equations

The Galerkin weak form is formulated in a general manner,
making use of Lagrange multipliers for the imposition of Dirich-
let-type boundary conditions and can be found in classical refer-
ences such as Zienkewicz and Taylor [8] and Bathe [9].

Given the equilibrium equations within the domain, X, of the
problem,

r � rþ b ¼ 0 rijnj ¼ tjjCt
ui ¼ ui0jCu

; ð10Þ
r ¼ ½rij; i; j ¼ x; y; z� ¼ rxx ryy rzz ryz rxz rxy½ �T ;

b ¼ bx by bz
� �T

; u ¼ ux uy uz½ �T ¼ u v w½ �T :

In Eq. (10), Ct is the boundary where natural constraints are en-
forced, Cu defines the boundary where essential displacement con-
straints are imposed and b is the body force vector.

The weak form is written with Lagrange multipliers ki; i ¼ 1;ne

associated with the ne essential boundary conditions, assuming the
Einstein summation over repeated indices:

Z
X

d�TrdX�
Z

X
duT bdX�

Z
Ct

duT
j tjdC�

Z
Cu

dkT
i ðui � ui0ÞdC

�
Z

Cu

duT
i kdC ¼ 0: ð11Þ

The Lagrange multipliers are required for the EFG formulation
to pass the convergence patch test, Belytschko et al. [3], because
the MLS shape functions are non-interpolating:

/iðxjÞ– dij ) uhðxiÞ – ui: ð12Þ

It should also be noted that the trial functions used for the mul-
tipliers, k, are isoparametric Lagrange shape functions and not MLS
shape functions, Belytschko et al. [3]; this guarantees that the con-
straint is enforced on the entire boundary Cu and not only at dis-
crete nodes. The weak form is then integrated numerically over
the domain, taking a sufficiently high order of quadrature, as a
function of the size of the background cells and the nodal
distribution.
3. Miscellaneous modelling issues

For the purpose of this study, modelling is done at the mesolev-
el, with each ply represented individually, with an orthotropic con-
stitutive law. The background integration cells are arranged per
layer, in such a manner that they are not traversed by material
interfaces. This is to ensure that stress gradients across material
interfaces are correctly captured. In addition, it was found to be
efficient to have the basic nodal discretization coincide with the
background integration cells in most of the domain, except for
the neighborhood of discontinuities where additional nodes pro-
vide ‘h’ refinement.

The crack is represented by a set of connected linear segments
stored during the analysis, although the level-set technique, Suku-
mar et al. [10], Ventura et al. [8], allows for more efficient book
keeping in three-dimensional analysis, or when multiphase mate-
rials are considered, Hettich et al. [9]. The presence of the crack
usually creates a sharp discontinuity of the MLS approximation,
and methods such as diffraction or transparency, Belytschko and
Fleming, [7], can attenuate this effect. In the cases examined, it is
ensured that the nodal discretization always involves nodes on
each side of the crack line, hence the visibility method is used, with
minimal error, to construct the MLS interpolation for the vicinity of
cracks. The application of the MLS interpolation/cell integration to
the treatment of slender laminated structures brought forward
several issues that are worthy of mention:

3.1. Tensor-product vs. radial kernels

The multidimensional kernel function can be based on the abso-
lute distance between nodes, referred to as a radial kernel, or a ten-
sor-product kernel which distinguishes between dimensions, Krysl
and Belytschko [6]. The latter is used in this work, and as a general
rule, in cases where the aspect ratio between longitudinal ðxÞ and
transverse ðyÞ directions is higher than 10, different support
lengths Rx and Ry are used, respectively.

Tensor-product kernel :

Jðx; yÞ ¼
Xn

i¼1

w
x� xi

Rx

� 	
w

y� yi

Ry

� 	
pTðxi; yiÞaðx; yÞ � ui
� �2


 �
; ð13Þ

Radial kernel :

Jðx; yÞ ¼
Xn

i¼1

wðdÞ pTðxi; yiÞaðx; yÞ � ui
� �2

h i
; ð14Þ

with d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þ ðy� yiÞ

2
q

R
:

3.2. Nodal influence domain

The nodal radius of influence determines the region of the do-
main affected by each node and is used in selecting the support do-
main of a given quadrature point, as previously explained. Several
methods for selecting this distance are available in the literature
and the most common options are: the fixed radius, the third clos-
est node, and the minimum polygon, which are detailed in Liu [18].
The need for a variable nodal radius of influence is clear in the tran-
sition between high and low density areas of the domain.
Although, the third closest node is often chosen for simplicity,
the minimum polygon is more robust, Fig. 3a.

In modelling composite laminates, the use of the terminology
‘lengths’ of influence is preferred as the domain of influence now
has a rectangular shape. As shown in Fig. 3, the minimum polygon
surrounding a node is used to determine the lengths of influence,
Rx and Ry, corresponding to the longitudinal and transverse direc-
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tions, respectively. However, this method can also be prone to
numerical difficulties. In the situation represented in Fig. 3b, for in-
stance, the node at the corner of the refinement zone has lengths of
influence equal to its distance from the nodes to the right and be-
low. Because that distance is large compared to the distance be-
tween nodes inside the refinement zone, that node on the corner
is found to belong to the set of support nodes for the integration
point shown with a plus sign. This results in the distance between
the four nodes immediately surrounding the integration point
being relatively insignificant – depending on the density of refine-
ment – compared to the size of the support domain given by the
largest distance between the point and the support nodes. Conse-
quently, the value of the kernel, or weight function, at any of those
four nodes is more or less the same, resulting in the singularity of
the coefficient matrix A. The solution adopted was to define two
lengths of influence per direction, per node, a total of four (left,
right, top and bottom), Fig. 4.

Additionally, any refinement is performed throughout the en-
tire thickness of the laminate, as shown in Fig. 5. This means a
refinement along the longitudinal ðxÞ direction only, which is suf-
ficient for the problems examined here. Note that wherever refine-
ment is applied, the order of the MLS shape functions increases
(this means that, if the MLS shape functions were fitted with a
polynomial, a higher order polynomial would be required), and it
becomes necessary either to increase the order of numerical inte-
gration, or subdivide the background cells. The latter option was
implemented in this work, as it is shown to be a more effective
strategy, Dolbow and Belytschko [16]. It should also noted that reg-
ular meshes were used throughout this work, they generally yield
Rix

R
iy
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Ry2

Ry1

Rx2
Minimum polygons
for nodes in black

Fig. 4. Nodal influence with two in
greater accuracy than random, irregular meshes, especially if the
order of monomials m utilized is low, Belytschko et al. [3].
3.3. Internal forces

The virtual crack closure technique (VCCT) was used here for
crack advancement. The strain energy release rates in fracture
modes I and II were calculated with a simple formula involving
the internal forces at the crack tip, Rybicki and Kanninen [15].
The technique is particularly well suited for a finite element mesh,
as the required forces are exactly the internal reactions obtained by
multiplying the element stiffness matrix by the displacement
solution.

Since there is no association between background integration
cells and nodes in the EFG method, a simple and accurate way of
finding the sought forces was to split the crack tip into two nodes
and insert a spring with a very high stiffness between them, Fig. 6.
Gauss points lying on one side of the crack line were supported by
one half of the tip node, while those on the other side are sup-
ported by the other half. The stiffness of the spring was made as
large as possible, for instance

Ks ¼ 1000 maxðKijÞ: ð15Þ

Care should be taken to ensure that the distance between the
two nodes at the crack tip remains insignificant throughout the
analysis, in such a way that no extra strain energy is added to
the system. This can be verified by computing the ratio of the strain
energy stored within the spring DUs (given in Eq. (16)) to the total
Integration point

Influence domain
for node in black

Rx1

Ry2
Rx2

Ry1

Support node(s)

fluence lengths per direction.



Fig. 6. Crack tip node splitting for internal reactions.
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strain energy of the system.1 The value of that ratio should be very
small, less than 0.01% in order to ensure that no significant alter-
ation of the structure results from the procedure.

DUs ¼
1
2

Ksðutophalf � ubottomhalf Þ2 þ
1
2

Ksðv tophalf � vbottomhalf Þ2: ð16Þ

Note that the value of 0.01% is only indicative and it suffices
that the additional strain energy is ‘small enough’ as per the ana-
lyst’s judgment. It is also recommended to ensure that the addi-
tional strain energy due to the presence of the spring remains
‘small enough’, when the calculation is made for local area around
the crack tip.

3.4. Shear locking

With the finite element approach, reduced integration is often
used to address the issue of transverse shear locking in constant
strain linear elements. Although MLS shape functions are in gen-
eral not polynomials, it can be shown that for a rectangular inte-
gration cell containing a node at each corner, the use of a
complete basis of monomials.

p ¼ ½1 x y xy �; ð17Þ

yields MLS shape functions that are in fact identical to the isopara-
metric shape functions over that domain. As mentioned, the nodal
discretization and the MLS shape functions are, in most of the do-
main, similar to finite elements (FE) approximations. Therefore
using full integration here yields problems associated with shear
locking, similar to the FE approach; issues related to membrane
and volumetric locking are addressed by Krysl and Belytschko
[12], Huerta and Fernandez-Mendez [13].

Reduced integration is effective for finite elements, because the
shape of the interpolation over the integration domain (cf. the ele-
ment) is known. Here, integration cells are independent of the
nodes, and the idea cannot be applied to a meshless approach di-
rectly. Instead, Dolbow and Belytschko [14] found that a selective
reduced integration scheme for nearly incompressible materials
could be adapted for the meshless approach by using a nodal inte-
gration for the integration of the dilatational part of the stiffness
matrix. The same concept can be applied to modelling slender
1 The total strain energy is also the work of external forces, and can be calculated
easily by multiplying reaction forces and displacements at locations where loads are
applied.
beams: the bending portion of the stiffness matrix is integrated
using a regular (full) quadrature scheme over the integration cells,
and the shear portion is integrated using nodal integration.

4. Results

The Element-Free Galerkin method was applied to several
benchmarks of composite beam delamination, as well as the anal-
ysis of the microcracking of a constrained ply. It is worth mention-
ing that the parameters needed for a VCCT propagation, the
displacements and internal forces, can be determined with excel-
lent accuracy with very coarse meshes. Therefore a coarse nodal
discretization suffices and refinement is utilized at the crack tip
in order to achieve a smoother crack advancement.

4.1. Mixed-mode delamination

As mentioned, VCCT was used to determine crack advancement
for all cases studied here. The mixed-mode interaction was mod-
elled through the power law:

GI

GIc

� 	a

þ GII

GIIc

� 	a

¼ 1; 1 6 a 6 2: ð18Þ

A double cantilever beam (DCB), NAFEMS [17], a mixed-mode
bending beam, Mi et al. [20] and a two-crack DCB problem, Robin-
son et al. [19] were considered; the properties and geometry de-
tails were as given in Figs. 7, 9, and 11. The simulations were
performed with a nodal spacing in the transverse direction such
that there were a minimum of three nodes through the thickness
of each half beam.

4.1.1. Double cantilever beam [17]
The double cantilever beam test is a pure mode I crack propaga-

tion test. The specifications for the specimen illustrated in Fig. 7 are
a ¼ 30 mm; L ¼ 100 mm; h ¼ 3 mm and width B ¼ 20 mm.

The discretization consisted of a uniform nodal spacing of
10 mm in the longitudinal ðxÞ direction, and of 0.5 mm in the trans-
verse direction. When the energy released, as calculated via VCCT,
reached the fracture toughness, the crack was advanced by the
smallest distance between nodes, here 10 mm. To perform smaller
advancement steps (5 mm, 2 mm, 1 mm and 0.5 mm), local refine-
ment was used around of the crack tip. The results obtained are re-
ported as traction against separation plots, Fig. 8, and excellent
Fig. 7. Double cantilever beam: geometry and test setup.
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Fig. 9. Mixed-mode bending beam: geometry and test setup.
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agreement is found between the EFG and beam theory predictions.
Note that with a large crack advancement – 10 mm – the propaga-
tion curve is not as smooth, however the correct force is predicted
for the corresponding applied displacement.
4.1.2. Mixed-mode bending specimen
This specimen is designed in such a way that mode mixity can

be controlled by the relative location of the points of application of
loads. With the properties given in Fig. 9, the ratio between modes
I and II is one. Note that Fig. 9 shows a ‘modelling’ geometry, indi-
cating the resulting loads applied at two locations. In reality, the
load is applied through a lever, featuring a distance c that can be
modified to achieve different mode mixity ratios. The physical set-
up can be found in Mi and Crisfield [20].

In the mixed-mode bending test, the crack propagates with a
reduction in the applied load for a < L. For a > L, the propagation
proceeds with a stiffening of the structure as witnessed by the in-
crease in the applied load required to obtain the critical strain en-
ergy release rate Gc . The mesh consisted of 5 mm nodal spacing
along the longitudinal axis, with a refinement of 1 mm near the
crack tip; and 0.5 mm nodal spacing across the beam.

The EFG solution for this isotropic beam, Fig. 10, is, again, in
excellent agreement with analytical solutions provided by Mi
and Crisfield [20] for a < L, and Tenchev and Falzon [21] for a > L.
4.1.3. Two-crack DCB specimen
The two-crack DCB, Robinson et al. [19], Fig. 11 , is a 24 ply stan-

dard double cantilever beam which also contains a secondary
crack, inserted two plies below the main crack. This specimen first
behaves as a typical DCB, with delamination of the main crack and
softening of the entire structure as the main crack approaches to
the secondary crack. The main crack moves dynamically over the
second crack, but subsequent propagation leads to the general
stiffening of the structure. Finally, both cracks propagate simulta-
neously, in a stable fashion, with the overall softening of the struc-
ture again.

The meshless discretization consisted of three rows of nodes –
equivalent to two linear elements through the thickness in FE –
for the lower 10 plies and the upper 12 plies. An additional two
rows of nodes – equivalent to one linear element through the
thickness in FE – are used for the ‘middle’ two plies. In the longitu-
dinal direction, the uniform coarse discretization consisted of a no-
dal spacing of 5 mm. The refinement, within the 5 mm long region
just ahead of each crack tip, consisted of a nodal spacing of either
0.5 mm. The results are shown in the form of a traction vs. separa-
tion plot, comparing the results obtained with EFG with predic-
ometry and test setup.
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tions from the FE commercial package ABAQUS/Standard, as well
as experimental data, Robinson et al. [19], in Fig. 12.

Although the second phase of propagation involves simulta-
neous propagation of two crack fronts, one tip will generally reach
the critical value of Gc before the other, hence it is helpful to ad-
vance the crack tip by small amounts, as well as reduce the time
increment. It should also be mentioned that that the current imple-
mentation does not account for geometric non-linearity, hence the
curve corresponding to ABAQUS with linear geometry is most rel-
evant for comparisons.

The initial and deformed meshless models for the three cases
considered above are reported in Table 1.
4.2. Microcrack modelling

The EFG technique was finally used to simulate microcracking
in a ð0�; 90�nÞs laminate subjected to a uniform tensile load.
Fig. 13 shows the cross-ply laminate considered, with zero degree,
0.5 mm thick, facesheets and 90�, 2 mm thick, core. A uniform ten-
sile displacement is applied at one end of the beam and a simply
supported boundary condition at the other.

The initial stress distribution in the off-axis ð90�Þ layer is uni-
form in the far-field where the symmetry condition is applied,
and increases near the point of application of the load. A new crack
is inserted if the stress is higher than the strength, and is also a lo-
cal maximum. Fig. 14 shows the deformed shape of the beam, fo-
cused at two locations along the beam (x axis is position along
the beam) in order to highlight the location of cracks, where verti-
Table 1
Initial and deformed configurations.

Case Initial

DCB

MMB

Two-crack DCB
cal lines were inserted for more clarity. Fig. 15 plots the stress pro-
file in the off-axis layer, along the beam. As expected, the stress
varies from zero at the crack to a maximum at a location approxi-
mately half-way between two cracks. Both results correspond to an
applied normal stress of 400 MPa.

5. Concluding remarks

In this work, mixed-mode delamination of laminated composite
beams was simulated using the meshless Element-Free Galerkin
(EFG) method. Tensor weighting kernels in the moving least
squares approximation and rectangular domains of influence were
found to be appropriate for the computation of trial functions for
high geometrical aspect ratios.

It was shown that VCCT can be used for crack propagation in
multiple cracked specimens, as long as cracks are advanced by suf-
ficiently small steps. In the cases examined, the crack tip refine-
ment is necessary in order to use small crack jumps in the VCCT
implementation, which is shown to be critical for the two-crack
DCB specimen. Using linear analysis, the results obtained were in
good agreement with analytical or finite element predictions for
the standard double cantilever beam and mixed-mode bending
tests, as well as for a multiple delamination case. It is worth noting
that the solution time for the delamination specimens is signifi-
cantly lower than an equivalent finite element model using cohe-
sive elements, because a linear solution is sought here.

It is also understood that, precisely because of the aspect ratio
argument, the introduction of geometrical non-linearities – full
deformation gradients – might mean the use of radial kernels,
which requires discretizations in both x and y directions to be
approximately of the same level of refinement. This would trans-
late into significantly higher number of degrees of freedom, possi-
bly jeopardizing the cost-effectiveness of the meshless approach.
Deformed



Fig. 14. Cracks distribution at 400 MPa.
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Microcracking was also modelled separately, with results com-
parable to experimental and other analytical predictions. In this
case, crack initiation was a simple operation of node creation, as
opposed to the equivalent finite element approach. Both failure
modes examined here are expected to be combined in further
work, for the simulation of crack migration between interfaces,
as this type of failure is routinely observed in component tests,
near geometrical features.
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