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ABSTRACT

This paper presents a new loss function for neural network classification, inspired by the recently
proposed similarity measure called Correntropy. We show that this function essentially behaves like the
conventional square loss for samples that are well within the decision boundary and have small errors,
and Ly or counting norm for samples that are outliers or are difficult to classify. Depending on the value
of the kernel size parameter, the proposed loss function moves smoothly from convex to non-convex and
becomes a close approximation to the misclassification loss (ideal 0-1 loss). We show that the
discriminant function obtained by optimizing the proposed loss function in the neighborhood of the
ideal 0-1 loss function to train a neural network is immune to overfitting, more robust to outliers, and
has consistent and better generalization performance as compared to other commonly used loss
functions, even after prolonged training. The results also show that it is a close competitor to the
SVM. Since the proposed method is compatible with simple gradient based online learning, it is
a practical way of improving the performance of neural network classifiers.
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