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Summary 
Particle swarm optimization (PSO) algorithm is a new 
population intelligence algorithm and has good 
performance on optimization. After the standard PSO 
algorithm and the idea of simulated annealing 
algorithm had been analyzed, the acceptance of 
Metropolis rule by probability in the simulated 
annealing algorithm was introduced in the algorithm of 
PSO. The simulated annealing-particle swarm 
optimization was presented. Simulation result shows 
that the disadvantage of getting in the local best point 
of standard PSO was overcome effectively and the 
ability of global optimality are toned up.   
Keywords  particle swarm optimization; Simulated 
annealing; global optimality; Metropolis rule 

1. Introduction 

Particle swarm optimization (PSO), a kind of 
evolvement-computation technology based on swarm 
intelligence, was raised by Kennedy and Eberhart who 
were aroused by the research results about artificial life in 
1995. The basic idea of PSO came from the research on 
the behavior of bird swarms looking for food. Every 
particle always follows the two best positions—the best 
position in the whole swarm and itself in iteration 
computation, so it converges very fast, but there are 
several shortcomings in PSO below:  (1) getting in a 
local best point easily; (2) It is difficult to deal with the 
constraints of the optimization problem. From then the 
inertia coefficient was discussed [2-6] 

2. Sa-PSO Algorithms  

2.1 Basic PSO Algorithm [2-3, 5-6] 

There are m particles in a swarm that is in a space of 

D  dimensions, the ith particle’s position in the space 

is below: iX = ),,,( 21 iDii xxx L , mi ,,2,1 L= , 

which is a latent solution. The ith particle’s flit speed is 

below: iv = ),,,( 21 iDii vvv L , mi ,,2,1 L= , and 

until now the best position of the ith particle is below: 

iP = ),,,( 21 iDii ppp L , mi ,,2,1 L= , the best 

position in the whole swarm until now is below: 

gP = ),,,( 21 gDgg ppp L , the PSO algorithm is below 

ididid vxx +=                            (1) 

)()( 2211 idgdidididid xpcxpcvv −+−+= γγ (2) 

Where, mi ,,2,1 L= , Dd ,,2,1 L= , 1c and 2c are, 

respectively, the study coefficients of cognizing and 

society, and are both positive constants. The relative 

value of 1c and 2c  expresses the relative 

importance-degree of iP  and gP with evolvement. 

1γ  and 2γ  are both random numbers between 0 and 

1, ],[ maxmax vvvid −∈ , maxv is decided by the user. 

Equations (1)-(2) can be changed as 

ididid vxx +=α                           (3) 

)()( 2211 idgdidididid xpcxpcwvv −+−+= γγ              

(4) 

whereα and w  are, respectively , constraint factor 

and inertial factor ( w >0). 

Many scholars regard the equations (3)-(4) as the basic 

PSO algorithm, It is obvious that the PSO algorithm is 

very simple, but the algorithm itself includes the 

principles of sociology, psychology and bionomics, so 

the particle swarm including some simple particles 

behaves a complex action, which is the main reason 

that many peoples are sure that the PSO algorithm has 

a good foreground. 
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2.2 Sa-PSO Algorithm  

The idea of simulated annealing algorithm is presented 

by Metropolis in 1953, and was used in compounding 

optimization by Kirkpatrick in 1983. It accepts the 

current optimal solution at a probability after searching, 

which called Metropolis law. And Sa-PSO algorithm 

become a global optimal algorithm by using this new 

acceptance rule, the theory has been proved. 

The basic idea of simulated-annealing particle swarm 

optimize algorithm (Sa-PSO) is shown below:  

at the beginning, the individual best point and the 

global best point were accepted by the Metropolis rule, 

the hypo-best point was accepted at probability, the 

aim function is allowed to become worse at a certain 

extent, the acceptance rule was decided by the 

coefficient T, T is the anneal temperature. With the T 

descending, the searching region would be around the 

best point, the accepted probability of the hypo-best 

point become small also, when the T descend to the 

lower limit, the accepted probability of the hypo-best 

point is zero, the algorithm only accept the best 

solution as the basic PSO algorithm. The relation 

between the annealing temperature and the inertial 

weight was built, the inertial weight change with the 

temperature, and then the searching precision was 

changed following the inertial weight, so the searching 

speed was increased. 

2.2.1 Metropolis accept probability law 

The accepted probability function was got from the 

extent Boltzman-Gibbs distributing, shown blow  

( ) ( )1 1
1 1

h
P h f T

−
= − − Δ⎡ ⎤⎣ ⎦           (5) 

Where ( )i if f X PΔ = − ; ( )if X  is the ith particle 

solution, iP  is the historical best solution, T  is the 

anneal temperature; h  is real number that regulate 

the relation between margin and temperature, 

when 1h → , then 

( )expp f T= −Δ                 (6) 

This is the general SA algorithm accept probability 

function, it is the special one of function (5), and the 

Sa-PSO algorithm also use it. 

2.2.2 Cooling schedule 

This shows how the temperature parameter is 

decremented at each step. The fast simulated annealing 

(VFSA) schedule used widely was chosen , which 

shown blow 

( ) ( )1 /
0 exp NT k T ck= −                 (7) 

Where 0T  is the initialized temperature, k  is 

annealing-time; c is constant defined; N  is number 

of syllogism coefficient. The function (7) also could be 

shown as below 

( ) 1 /

0

NkT k T α=              (8) 

Where α  is rate of cooling, 0.7 1.0α≤ ≤ . In real use 

the 1/ N in the function (8) is replaced by 1.5 or 1.0. 

2.2.3 Inertial Factor Function 

The inertial factor in the function (3) is used to control 

the effect between the previous step speed and the 

current particle speed, the bigger inertial factor w can 

enhance the global searching ability, and the smaller 

inertial factor w could enhance the local searching 

ability. In the simulated annealing algorithm, the 

temperature T has the similitude ability, it could 

enhance the global searching ability at higher 

temperature and enhance local searching ability at 

lower temperature. A new mapping function was 

presented to describe relation between the two factors. 

It is used to enhance the global the searching ability at 

the beginning and improve the searching speed at end 

of algorithm. The function shown below 

( )0
0

0

(1 )
*

T T k
w w

Tβ
−

= −              (9) 

Where β  is a adjust factor, it make sure that the 

inertial factor at a logical region. 0w  is the basic PSO 

initialization inertial factor. 
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2.3 The astringency of Sa-PSO algorithm 

Assume the g iP andP  keep unchanged in the 

evolution, when  

( )22 1 4 2w wφ+ − − <

( )1 2 1 1 1 2 2 2, ,c r c rφ φ φ φ φ= + = = , the particles of 

PSO algorithm converge to the weight center of ,g iP P , 

1 2i g
i

p p
X

φ φ

φ

+
→ . But in real use, the ,g iP P  keep on 

changing in the evolution, it could also be proved that 

if the algorithm fits the condition above, the 

astringency of PSO algorithm can be sure. 

The Sa-PSO algorithm’s configuration is similitude to 

the PSO, the different between two algorithms is at the 

beginning of algorithm, with the temperature cooling, 

the Sa-PSO degenerate to PSO, so the algorithm 

content the condition above, the astringency of Sa-PSO 

would be sure. 

2.4 Algorithm  

The function of (3) and (4) is the basic PSO algorithm, 

the steps of Sa-PSO shown below: 

Step1: To initialize the coefficient, it includes the 

annealing temperature T and 1 2w c c、 、 . To initialize 

the particle swarm, it includes the particle random 

position and the first speed;  

Step2: To evaluate every particles adaptive 

value ( )if X ; 

Step3: For each particle, the adaptive value ( )if X  

is compared with one of the historical best position iP , 

if the adaptive value is better than one of iP . Then, iX  

is consider as the best position iP , otherwise, using the 

accept-probability law function (6) to decide if this 

point be accepted. 

Setp4: For each particle, the best point iP  itself was 

compared with the whole best point gP , if iP  is better 

than gP , then reset gP , otherwise, the global best point 

is accepted according to the probability function 

( )exp /i gp P P T= −   

Step5: The position and speed of each particle were 

changed following the function (3) and (4), several 

times later, to adjust the temperature T following the 

function (8) and the inertial weight w  following the 

function (9);  

Step6: if haven’t get the stop condition (the condition 

is the best adaptive value or setting a maximum 

iteration times in generally), then back to step2, else 

the algorithm stops. 

3．Simulation experiment 

The general Griewank function and Schaffer’s f6 

function were used to be test function. They are the 

classical optimize test function which often be used to 

compare the ability with different algorithm.  

To compare the algorithm ability, three algorithms are 

used here: the first one is the basic particle swarm 

optimization (std-PSO) algorithm; the second is 

particle swarm optimization with the inertial weight 

reducing linearly (Iw-PSO); the third is Sa-PSO 

presented in this paper. 

The general Griewank function shown below: 
3030

2

1 1

1min ( ) cos 1
4000

i
i

i i

xf X x
i= =

⎛ ⎞= + +⎜ ⎟
⎝ ⎠

∑ ∏      (10) 

[ ]600, 600ix ∈ −                         

Fig.1 shows the Griewank function in 3 dimension 

coordinate. The function has the global best 

point ( )* 0 , , 0X = L , in which the function value is 0. 

The Griewank function is similar to the Sphere 

function with adding the noise part 
30

1

cos i

i

x
i=

⎛ ⎞
⎜ ⎟
⎝ ⎠

∏ , 

with dimension increasing, this noise part tends to 0, so 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.10, October 2006 
 

155

the function has more local best points when the 

dimension is lower, and it’s hard to convergence to the 

global best point.  

 
Fig.1 Griewank function 

The experiment parameters are set below: 

The number of particles is 30, run random 20 times, 

The results are shown in Table1 below. 

Table 1 Simulation result. 

Griewank mean value 310−×
dimension Times 

Std-PSO Iw-PSO Sa-PSO

2 200 1.262 0.887 0.258 

10 2000 12.764 8.917 6.594 

20 2000 37.431 15.664 13.572 

30 2000 55.322 35.007 21.361 

Simulation results show: both in high dimension and in 

low dimension, the Sa-PSO get the better solution than 

the other algorithm, and has a powerful optimization 

ability.  

To use Schaffer’s f6 function for testing the validity of 

C-PSO algorithm, shown below 

2 2 2

2 2 2

sin 0.5
( , ) 0.5

(1 0.001( ))
x y

f x y
x y
+ −

= −
+ +

       (11) 

. . 100 , 100s t x y− < <          

The function has the best point ( )* 0, 0X = , in which 

the function value ( )*f X  is 1. There are infinite local 

best points around the global best point, all values of 

them are 0.990284, it is shown in the Fig.2. 

 

Fig. 2   Schaffer’s f6 function 

The experiment parameters are set below: 

The number of particles is 30, the error of iteration is 

0.00001, run random 200 times, and the statistical 

results are shown in Table2 below. 

Table 2 Simulation result. 

Algorithm Average time Max times Min times

Std-PSO 803.32 2904 100 

Iw-PSO 781.25 2830 140 

Sa-PSO 650.91 1692 65 

Simulation results show: to get the global best solution 

the Sa-PSO needs less times than the other two 

algorithms, in other words, it constringent speed is fast. 

Fig3 is one example of Sa-PSO algorithm searching. It 

is obvious that the searching curve of Sa-PSO is not 

always smooth, there are several shakes in it that were 

caused by the acceptance probability law, but in 

 
Fig. 3 An example of simulation 
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the anaphase of algorithm, the curve became 

smooth ,and  the effect of acceptance probability law 

became lower. 

The more researches show that the PSO algorithm is 

easy for getting in local best points easily when the 

number of particles is little, and it needs much inertial 

times to get out of local best point region. Because of 

the Metropolis law, the Sa-PSO algorithm still do well 

at little particle swarm. To confirm this, another 

simulation been done. The number of particle only 20, 

the maximum generation is 3000 and 10000, it failed if 

the loop generations is more than the maximum 

generation. Run random 200 times. The statistical 

results are shown in Table3 below. Simulation results 

show: the Sa-PSO fails at least times. 

Table 3 Simulation result. 

Failed searching times 
Algorithm 

Gmax=3000 Gmax=10000

Std-PSO 5 1 

Iw-PSO 2 0 

Sa-PSO 0 0 

 

4. Conclusion 

(1) It is meaningful to use Metropolis rule to improve 

the basic particle swarm optimization algorithm, the 

hypo-best point was accepted at a certain extent 

probability in the algorithm improved, it’s useful to get 

out of the local best points and accelerate the 

constringency speed of the algorithm. 

(2) The mapping relation between in inertial weight 

and annealing temperature is built based on their 

character, the searching precision and speed was 

improved.  

(3) The result of simulation indicates that the 

disadvantage of PSO is conquered; the ability of global 

optimality is toned up. 

(4) The research of PSO is just at the beginning, there 

are still much problems for studying thoroughly 
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