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A B S T R A C T

A web service is a modular and self-described application callable with standard web technologies. A workflow describes how to combine the functionalities of different web services in order to create a new value added functionality resulting in composite web service. QoS-aware web service composition means to select a composite web service that maximizes a QoS objective function while satisfying several QoS constraints (e.g. price or duration). The workflow-based QoS-aware web service composition problem has received a lot of interest, mainly in web service community. This general problem is NP-hard since it is equivalent to the multidimensional multiple choice knapsack problem (MMKP). In this article, the theoretical complexity is analysed more precisely in regard to the property of the workflow structuring the composition. For some classes of workflows and some QoS models, the composition problem can be solved in polynomial time (since the workflow is a series–parallel directed graph). Otherwise, when there exist one or several QoS constraints to verify, the composition problem becomes NP-hard. In this case, we propose a new mixed integer linear program to represent the problem with a polynomial number of variables and constraints. Then, using CPLEX, we present some experimental results showing that our proposed model is able to solve big size instances.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction and background

A Web Service (WS) is a modular and self-described application that uses standard web technologies to interact with other services [6]. WS are grouped into repositories (e.g. ProgrammableWeb1 contains about 10,000 WS of different categories and BioCatalogue2 provides more than 2,000 WS devoted to life science). When WS is limited to relatively simple functionalities, it is necessary to combine a set of individual WS to obtain a more complex one, namely a composite WS [5]. The WS composition problem aims at selecting a set of existing WSs such that the composition of those WS can satisfy the user’s functional and non-functional requirements [8]. To differentiate several WS having the same functionality, QoS criteria (e.g. price, duration, etc.) can be used to select the “best” WS satisfying the users’ requirements [12,15].

The QoS-aware service composition is the subject of numerous studies. As mentioned in [13], two approaches must be distinguished. In the first one, a predefined workflow is supposed to be known. This workflow describes a set of “abstract” tasks to be performed. Moreover, associated to each task, a set of WSs with similar functionalities (but different QoS) is

also known. The composition problem is then to select one WS per task in order to respect QoS objective and constraints. In the second approach (see for example [14]), the existence of a predefined workflow is not assumed. Discovery and connection between WS are automatically performed by syntactic and/or semantic matching. Several methodologies have been proposed: AI planning (with AND/OR graph and A* algorithm, Satisfiability algorithm), 0–1 linear programming (solving with a branch and bound), Petri-Net, etc.—see a systematic review in [2]. In this article we focus on the first approach. WS discovery and semantic reconciliation are out of the scope of this paper.

The following first two sub-sections describe our context: the workflow structure of the composite WS and the QoS criteria. The third subsection analyses related work. The last one presents the outline of the paper.

1.1. Process model described by workflow

A workflow describes how to combine the functionalities of different WS in order to satisfy the user [16]. In a workflow, an activity represents a set of WSs sharing the same functionality, and a pattern represents temporal dependency between different activities. In this article, we consider the three more frequent patterns: sequence, parallel (AND) and exclusive choice (XOR).

Fig. 1 represents these workflow patterns, based on the YAWL model [18], where Ai is an activity. The sequential pattern, see Fig. 1(a), indicates that A1 must be executed before A2. The XOR and AND patterns start with a split and finish with a join. In AND pattern, see Fig. 1(b), all activities A1, . . . , Ak have to be executed, possibly in parallel. For XOR pattern, see Fig. 1(c), only one activity among A1 to Ak has to be executed.

In the following, we consider general complex workflows in which these patterns can be recursively concatenated and interlaced. XOR or AND patterns can be decomposed on several branches (each branch being a workflow containing several activities linked by patterns), where the first vertex ui of branch i can be an activity or a split and where the last vertex vi can be an activity or a join. For XOR pattern (see Fig. 2), one and only one branch must be selected. For AND pattern, all branches must be performed.

In a complex workflow, an end-to-end route is a path going from the first vertex of the workflow to the last one containing all branches of each AND pattern belonging to the path and, containing exactly one branch of each XOR pattern belonging to the path.

Example 1. An example of such complex workflow is given in Fig. 3, representing a planning travel process. During the first activity (A1), the user wants to book a flight ticket. Then the process is divided, by a XOR pattern, into three possible sub-processes: first solution, the user rents a car (A2) and then books a hotel (A3) with a parking (A4) (with an AND pattern), either the user requests a travel agency to organize all the travel (A5), nor he books a taxi (A6) and a hotel (A7).

Therefore, there exist three possible end-to-end routes for this planning travel process: {A1, A2, A3, A4}, {A1, A5}, {A1, A6, A7}. In the end-to-end route {A1, A2, A3, A4}, A3 and A4 can be performed in parallel.
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Fig. 3. Example of a complex workflow.

Several WSs, with similar functionality, permit to perform the same activity (e.g. the ProgrammableWeb repository contains 7 flight ticket booking WS, 12 hotel booking ones and 45 travel booking WS). In the following, we denote $W_i$ the set of WSs available for performing the activity $i$. These WSs may have different Quality of Service (QoS) levels (see for example the QWS Data Set\(^3\) [3]). These QoS criteria represent the non-functional properties of web services.

In the workflow-based context, the composition problem is simultaneously the problem of:

- selecting an end-to-end route,
- and choosing a WS for performing each activity belonging to the selected end-to-end route.

1.2. QoS criteria

In a large majority of studies (e.g. [4,21]), the QoS criteria are: execution price, execution duration/response time, reputation, reliability (the probability that the WS execution performs successfully) and availability. The way to compute the score of a composite WS depends on the type of the QoS criterion and on the pattern. For some criteria, the score of a composite web service is the sum of the web services' values belonging to the composition (e.g. price), for others, the score is based on a max operator (e.g. time for WS executed in parallel), otherwise, the score is the multiplication of the web services' values belonging to the composition (e.g. reliability).

In the following, we consider that each WS $j$ performing activity $A_i$ is evaluated on three criteria:

- the first criterion is the cost of WS $j$ denoted $c_{ij}$,
- the second criterion is the duration of WS $j$ denoted $d_{ij}$,
- the third is the reliability of WS $j$, denoted $p_{ij}$.

We choose these three criteria because they represent different ways of computing composite WS performances: the first criterion is a sum-type measure to be minimized, the second is a min/max-type measure to be minimized and the third one is a product-type measure to be maximized.

1.3. Related work

The workflow-based QoS-aware service composition problem has received a lot of interest (see e.g. [12,15] two recent surveys).

Different models are proposed to take into account the QoS: in one hand, the QoS criteria are used to define an objective function to optimize and, in other hand, some QoS constraints are introduced (e.g. the duration has to be less than 5 s). Concerning the workflow structure, two classes of workflow are usually considered:

- in the first one, the workflow induces only one end-to-end route (this is the case when the workflow contains SEQ and AND patterns only) then the problem is to select one WS for performing each activity of this end-to-end route;
- in the second one, there exist several possible end-to-end routes (this is the case when the workflow contains XOR patterns) then the composition problem simultaneously induces the selection of one end-to-end route and, the selection of one WS for each activity belonging to the selected end-to-end route.

In the large majority of the studies considering the first class of workflow, the QoS-aware service composition problem is modelled as a Multidimensional Multi-choice Knapsack Problem (MMKP) (see e.g. [19,20]). The statement of this classical combinatorial problem, known to be NP-hard, is the following: given $m$ classes of items, each class $i$ containing $n_i$ items, each item being evaluated on $q$ criteria, MMKP is the problem of selecting exactly one item of each class in order to maximize the value of the solution on one particular criterion while satisfying $(q - 1)$ constraints (the constraint $j$ states that the value of the solution on the criterion $j$ must be lower or equal to an upper bound value). Given an end-to-end route, the QoS-aware service composition problem is equivalent to MMKP: an activity can be seen as a class of items, an item as a WS evaluated.

---

\(^3\) http://www.uoguelph.ca/~qmahmoud/qws/.
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on q QoS-criteria, the problem is to select one WS per activity in order to maximize a QoS-criterion and to verify \((q - 1)\) QoS constraints. In [7], a heuristic is proposed to solve this problem.

Considering the second class of workflow, Zeng et al. in [20] propose a model that contains as many constraints as end-to-end routes in the workflow. This model is used to solve some instances but, as the number of end-to-end routes exponentially grows with the workflow size, some large-size instances may not be solved and even less formulated. Thus, authors propose to find near-optimal solutions in polynomial time with an approximate algorithm. In [21], authors also claim that all end-to-end routes of the workflow must be generated in order to find the best composite WS. Therefore, they propose to decompose the problem into two steps: (step 1) an end-to-end route is chosen and, (step 2) they propose a MILP formulation to select one WS per activity belonging to the chosen route in order to maximize QoS criteria. With such a decomposition, the obtained solution is not necessarily optimal.

The real challenge is then to include into the same optimization problem the selection of activities and the selection of WS for performing each activity structured by a complex workflow. In [10], we have proposed a 0–1 linear model for representing the composition problem based on a complex workflow satisfying transactional properties (i.e. properties allowing to guarantee reliable composite WS execution), but without QoS constraints. Our model is the first one with a polynomial number of variables and constraints.

The theoretical complexity of the QoS-aware service composition problem has not been extensively studied. Only the connection between this problem and the MMKP, which theoretical complexity is well known, have been shown. More recently in [11], Goldman and Ngko propose a polynomial-time algorithm to determine the composite WS with minimal average execution time. Their algorithm is based on a recursive reduction of the workflow.

### 1.4. Outline of the paper

The theoretical complexity can be analysed more precisely in regard to the structural property of the considered workflow. For the workflows considered, and some QoS models, the composition problem may be easy to solve. In Section 2, we determine the classes of the QoS-aware composition problem that can be solved in polynomial time. We set that the considered workflow is a series–parallel directed graph. Then we show that the QoS-aware WS composition problem can be solved in polynomial time when the QoS requirements are only expressed in terms of the criterion to optimize. Otherwise, when there exist additional QoS constraints to verify, the composition problems become NP-hard. Section 3 is devoted to the resolution of such an NP-hard case. We propose a new mixed integer linear program for exactly solving the following NP-hard WS composition problem: to minimize the cost criterion and to satisfy two QoS constraints concerning execution time and reliability. Our model is very interesting since it avoids the enumeration of all end-to-end routes and the number of variables and constraints is a linear function of the workflow size. Numerical experiments (with CPLEX), presented in Section 4, show reasonable execution times although we note an increase of computation time when going from 1 to 2 constraints. Finally, Section 5 concludes the paper.

## 2. Polynomial cases and algorithms

### 2.1. Workflow property

A workflow (with interlaced patterns SEQ, AND and XOR) is a directed graph \( G = (V, E) \) with \(|E| = m\). \( G \) has a unique source representing the beginning of the process and a unique sink representing the end of the process. Since the arcs of \( G \) represent temporal precedence constraints, \( G \) does not contain any circuit. The vertices of \( G \) represent the activities and the AND and XOR patterns of the workflow. Then, the set of vertices \( V \) can be partitioned into 5 subsets: \( V_A \) (\(|V_A| = n\)) is the set of vertices representing the activities, \( V_{XOR}^S \) and \( V_{AND}^S \) (with \( V^S = V_{XOR}^S \cup V_{AND}^S \)) the sets of vertices representing the split of XOR and AND patterns respectively, and \( V_{XOR}^J \) and \( V_{AND}^J \) (with \( V^J = V_{XOR}^J \cup V_{AND}^J \)) the sets of vertices representing the join of XOR and AND patterns respectively.

**Example 2.** Fig. 4 contains the graph associated with the workflow presented in Fig. 3: the number of each vertex is surrounded by a dotted line below the vertex.

The class of Series–Parallel (SP) directed multigraphs (introduced by [9]) is recursively defined as follows:

- A directed edge \((r, s)\) is a SP graph with \(r\) the source and \(s\) the sink.

- Let \(G'\) and \(G''\) be two SP graphs. Their series and parallel compositions are also a SP graph:

  - the series composition of \(G'\) and \(G''\) is obtained by merging the sink of \(G'\) with the source of \(G''\),

  - the parallel composition of \(G'\) and \(G''\) is obtained by merging the sources of \(G'\) and \(G''\) and the sinks of \(G'\) and \(G''\).

Clearly, a workflow (with interlaced patterns SEQ, AND and XOR) is a SP graph. Indeed, the SEQ pattern exactly corresponds to the series composition. The XOR and AND patterns exactly correspond to the parallel composition. Let us consider a XOR or AND pattern, the source is the split, denoted \(r\), and the sink is the join, denoted \(s\). Such a pattern is obtained by parallel composition of \(k\) workflows as illustrated in Fig. 5.

The fact that the workflow is an SP graph will be useful in the following section to establish the computational complexity of the WS composition problem.
In the following section, we show that the composition problem can be solved in polynomial time when the QoS requirements are expressed in terms of criterion to optimize. This criterion can be a sum-type criterion (like the cost or a score defined by a weighted-sum utility function), a product-type criterion (like the availability) or a max/min-type criterion (like the execution time).

2.2. Computational complexity of the WS composition problem with QoS criterion to optimize

In this section, the composition problem amounts to select an end-to-end route and to choose a WS for performing each activity belonging to the selected route in order to optimize a single criterion (which can be a sum-type, a product-type or a max/min-type criterion) without considering QoS constraint.

Let us first underline that, in this context, WS can be independently chosen for each activity. Before selecting an end-to-end route, it is sufficient to select for each activity \( A_i \) of the WS in \( W_i \) with the best value on the retained QoS criterion (the best can be the WS with the minimal cost, with the minimal execution duration, or with the highest availability value). Then, each activity \( i \) of the workflow being valued by the value \( v_i \) of its (best) selected WS, the composition problem is only to choose an end-to-end route with optimal activity value.

**Example 3.** In the example of Fig. 4, we define, for performing each activity, three WSs with the values on the three criteria given in Table 1.

For each activity, we select the best web service on each criterion and we obtain the values reporting in Table 2:

If we consider the end-to-end route \( \{A_1, A_2, A_3, A_4\} \), the scores of the best composite WS are:

- on cost criterion: \( 13 + 10 + 15 + 9 = 47 \) (WS 3 for \( A_1 \), WS 2 for \( A_2 \), WS 1 for \( A_3 \) and WS 3 for \( A_4 \)),
- on execution time criterion: \( 3 + 2 + \max\{1, 1\} = 6 \) (WS 2 for \( A_1 \), WS 3 for \( A_2 \), WS 2 for \( A_3 \) and WS 1 or 2 for \( A_4 \)),
- on reliability criterion: \( 1 \times 1 \times 1 \times 1 = 1 \) (WS 1 for \( A_1 \), WS 3 for \( A_2 \), WS 3 for \( A_3 \) and WS 2 for \( A_4 \)).

In the following sub-sections, we prove that the QoS-aware WS composition problem with a criterion to optimize can be solved in polynomial time for all types of criterion (sum-type, product-type or min/max type).

2.2.1. Sum-type and product-type criteria cases

**Theorem 1.** The WS composition problem can be solved in polynomial time when optimizing a sum-type QoS criterion on a workflow (with interlaced patterns SEQ, AND and XOR).

**Proof.** The considered composition problem can be formulated as a shortest path problem between the source and the sink of the workflow including the following transformation: for each AND pattern, the branches are linked by SEQ patterns as illustrated in Fig. 6.
Theorem 2. The WS composition problem can be solved in polynomial time when optimizing a product-type QoS criterion on a workflow (with interlaced patterns SEQ, AND and XOR).

Table 1
WS QoS values for the example of Fig. 4.

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Activity</th>
<th>((c_1, d_{1,1}, p_{11}))</th>
<th>((c_2, d_{2,2}, p_{22}))</th>
<th>((c_3, d_{3,3}, p_{33}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A1</td>
<td>(17, 4, 1)</td>
<td>(16, 3, 0.9)</td>
<td>(13, 5, 0.95)</td>
</tr>
<tr>
<td>3</td>
<td>A2</td>
<td>(16, 3, 0.99)</td>
<td>(10, 4, 0.94)</td>
<td>(18, 2, 1)</td>
</tr>
<tr>
<td>5</td>
<td>A3</td>
<td>(15, 4, 0.95)</td>
<td>(20, 1, 0.97)</td>
<td>(17, 5, 1)</td>
</tr>
<tr>
<td>6</td>
<td>A4</td>
<td>(17, 1, 0.99)</td>
<td>(18, 1, 1)</td>
<td>(9, 2, 0.97)</td>
</tr>
<tr>
<td>8</td>
<td>A5</td>
<td>(10, 5, 0.99)</td>
<td>(15, 4, 0.95)</td>
<td>(14, 4, 0.97)</td>
</tr>
<tr>
<td>9</td>
<td>A6</td>
<td>(16, 2, 0.97)</td>
<td>(18, 1, 0.95)</td>
<td>(15, 3, 0.98)</td>
</tr>
<tr>
<td>10</td>
<td>A7</td>
<td>(13, 3, 1)</td>
<td>(10, 4, 0.98)</td>
<td>(16, 1, 1)</td>
</tr>
</tbody>
</table>

Table 2
Best activities’ value on QoS criteria.

<table>
<thead>
<tr>
<th>Activities</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best cost</td>
<td>13</td>
<td>10</td>
<td>15</td>
<td>9</td>
<td>10</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Best execution time</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Best availability</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.99</td>
<td>0.98</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

In the transformed workflow denoted \(H\), there are only SEQ and XOR patterns. In such a workflow, any path between the source \(r\) and the sink \(s\) exactly corresponds to an end-to-end route in the initial workflow \(G\). The value on the sum-type criterion of an end-to-end route is the sum of the value of activities belonging to this route. Considering the following values on each directed edge \((i, j)\) in \(H\):

\[
l(i, j) = \begin{cases} 
    v_i & \text{if } i \in V_A \\
    0 & \text{otherwise}
\end{cases}
\]

the value of a path from \(r\) to \(s\), denoted \(\mu[r, s]\), is \(l(\mu[r, s]) = \sum_{(i, j) \in \mu[r, s]} l(i, j)\) and exactly corresponds to the value of the associated end-to-end route.

Consequently, considering a sum-type criterion, the minimal value end-to-end route is represented by the shortest path from \(r\) to \(s\) in the edge-valued transformed workflow \(H\).

Since \(H\) does not contain directed cycle, the complexity of the shortest path algorithm that can be used is in \(O(m_H)\) \((m_H\) being the number of arcs of \(H\)—cf. e.g. \([1]\)).

Example 4. In the workflow presented in Fig. 4, the activities are valued on the sum-type cost criterion (see values of selected WS reported in Table 2). The optimal solution is described by the shortest path in the edge-valued graph presented in Fig. 7. The value of the optimal composite WS \([A1, A5]\) is equal to 23.

Let us remark that the problem of maximizing a sum-type criterion can also be solved in polynomial time since the transformed workflow does not contain directed cycle.

In the product-type criterion case, we set the following values on each directed edge \((i, j)\) of \(H\):

\[
l(i, j) = \begin{cases} 
    v_i & \text{if } i \in V_A \\
    1 & \text{otherwise}
\end{cases}
\]

The value of a path is \(l(\mu[r, s]) = \prod_{(i, j) \in \mu[r, s]} l(i, j)\). Thus \(l(\mu[r, s])\) exactly corresponds to the value of the associated end-to-end route on the product-type criterion. The problem remains a shortest path problem from the source to the sink in the transformed workflow. The \(O(m_H)\) shortest path algorithm can be modified to determine the shortest path (with the same computational complexity) in case of product-type criterion (see also \([1]\)). Consequently, we have:

Theorem 2. The WS composition problem can be solved in polynomial time when optimizing a product-type QoS criterion on a workflow (with interlaced patterns SEQ, AND and XOR).
2.2.2. Min/max-type criterion case

For the time criterion, the evaluation of a solution is different. The execution time of a composite web service is the sum of the WS performed in sequence (including the activities belonging to the selected branch of XOR patterns) plus the execution time of each selected AND pattern. The execution time of an AND pattern is equal to the maximal execution time between the branches execution time of the pattern. Consequently, considering the transformation presented in Section 2.2.1 with value of edges equal to the execution time, the value of a path is not equal to the execution time of the corresponding composite web service.

In order to optimize the time criterion, we use the binary decomposition tree associated with SP graph. In [17], Valdes et al. propose a $O(m)$ algorithm for defining the binary decomposition tree $G = (V, E)$. This algorithm consists to apply two kinds of reduction operation namely:

- The series reduction: given $u$, $v$ and $w$, three vertices of $V$ such that $e = (u, v)$ is the unique arc with terminal extremity $v$, and $f = (v, w)$ the unique arc with initial extremity $v$. The series reduction operation $\delta$ reduces the arcs $e$ and $f$ by a new one $(u, w)$. This reduction deletes the vertex $v$ and their two incident arcs.
- The parallel reduction: given $u$ and $v$ two vertices of $V$ relied by two arcs $e_1$ and $e_2$, the parallel reduction operation $\sigma$ reduces $e_1$ and $e_2$ by a new one $e = (u, v)$.

In this binary decomposition tree denoted $\mathcal{T}$, each leaf $l_u$ is associated with an arc $e = (u, v)$ in $G$ and each internal node of $\mathcal{T}$ is either $\delta$-node or $\sigma$-node. In our case, we distinguish the XOR and AND patterns by introducing respectively $\sigma_\sigma$-node and $\sigma_A$-node.

**Example 5.** The leaves-valued binary decomposition tree associated with the workflow described in Fig. 4 and the execution time reported in Table 2 is presented in Fig. 8. The binary tree contains 13 leaves, representing the 13 edges of the workflow. Its root node $r$ represents the sequence between activity $A_1$ (node numbered 1 in the graph) and the XOR pattern represented by split node 2 and join node 11 in the workflow. Its left leaf represents the edge between activity $A_1$ and the XOR-split operator 2. Its right child represents the XOR pattern of the workflow, whose left sub-tree represents the two first branches of the pattern and, whose right sub-tree represents the last branch of the pattern. This right sub-tree contains three leaves, representing from left to right, the edges between split node 2 and activity $A_6$ (node 9 in the workflow), activities $A_6$ and $A_7$ (node 10) and, activity $A_7$ and join node 11.

**Theorem 3.** The WS composition problem can be solved in $O(m)$ when optimizing a min/max-type QoS criterion on a general workflow (with interlaced patterns SEQ, AND and XOR).

The following algorithm computes for each node $x$ of $\mathcal{T}$ the label $\text{time}(x)$ which is the minimal execution time of the workflow described by the subtree rooted by $x$. In this algorithm, $\text{root}(\mathcal{T})$ returns the root of the binary tree $\mathcal{T}$ and, $\text{select}(x)$ returns a not-labelled node such that its two children $x_l$ and $x_r$ are labelled.

```plaintext
for all leaves $l_u$ of $\mathcal{T}$ do
  if $u \in V_A$ then $\text{time}(l_u) \leftarrow d_u$
  else $\text{time}(l_u) \leftarrow 0$
  $l_u$ is labelled
while root(\mathcal{T}) is not labelled do
  $\text{select}(x)$
  if $x$ is a $\delta$-node then $\text{time}(x) \leftarrow \text{time}(x_l) + \text{time}(x_r)$
  if $x$ is a $\sigma_A$-node then $\text{time}(x) \leftarrow \max\{\text{time}(x_l); \text{time}(x_r)\}$
  if $x$ is a $\sigma_\sigma$-node then $\text{time}(x) \leftarrow \min\{\text{time}(x_l); \text{time}(x_r)\}$
  $x$ is labelled
```

In this algorithm, we label each vertex one and only one time. The number of leaves being equal to $m$, the number of nodes in the decomposition tree is in $O(m)$ inducing the complexity of the proposed algorithm.
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Example 6. In Fig. 9, we present the labelling of the nodes after applying the previously presented algorithm. The value of the optimal composite WS on the time criterion is equal to 5.

The optimal solution is described by bold lines in Fig. 9. This solution is obtained by recursively selecting both children when the root node is $P_A$ or $P_S$ node, and by selecting the child with the minimum label when the root node is $P_0$.

Remark 1. If the workflow only contains SEQ and AND patterns (without exclusive choice of activities) the problem of determining the composite WS with minimal execution time is simplified and can be formulated as a longest path problem between the source and the sink.

Thus, considering only QoS criterion to optimize, the workflow-based WS composition problem is easy to solve (even for more complex criterion like execution time). The computational difficulty comes from QoS constraints. Indeed, let us recall that, even for workflow with SEQ patterns only, Yu and Lin show in [19] that the composition problem with one QoS constraint is exactly the Multiple-choice Knapsack Problem which is known to be NP-hard.

3. A new mixed integer linear model for a NP-hard WS composition problem

In this section, we focus on an NP-hard version of the WS composition problem: determining a composite WS, structured by a complex workflow, with minimal cost while satisfying execution time and reliability constraints. We propose a mixed
integer linear programming-based model for representing and exactly solving this problem. First, let us remark that when some global QoS constraints have to be satisfied, WS cannot be independently chosen for each activity. Thus, it is no more possible to decompose the problem in two stages: in the first stage, select the best WS for each activity and, in the second stage, select an end-to-end route. The choice of activities and WS is linked and we introduce decision variables for both activities and WS selections.

3.1. Data

The inputs of our model are:

1. a workflow which is a graph $G = (V, E)$, describing the execution order of a set $A$ of $n$ activities and the patterns (SEQ, AND and XOR) combining them,
2. a list $W_i$ of $|W_i|$ web services which can perform each activity $A_i$ (we denote by $W = \bigcup_{i=1}^{n} W_i$ the set of all WSs with total cardinality $|W|$),
3. a set of vectors $(c_{ij}, d_{ij}, p_{ij})$, each vector representing the QoS values of WS $j$ performing $A_i$.

As usual, $\forall v \in V$, $\Gamma^+ (v)$ represents the set of direct successors of vertex $v$ and $\Gamma^- (v)$ the set of direct predecessors of vertex $v$.

Fig. 9. Optimal solution and time($x$) computed from tree of Fig. 8.
As seen in Section 2.1, each AND (resp. XOR) pattern is represented by two vertices \( u \) and \( v \), where \( u \) represents the split of the pattern and \( v \) represents the join. For each vertex \( v \) which represents a join of AND or XOR pattern, let \( s \) be a function which returns the vertex number of the corresponding split. For example, in Fig. 4, \( s(11) = 2 \). Moreover, let \( a(v) \) be the indice of the activity in the workflow associated with vertex \( v \). For example in Fig. 4, vertex 3 is associated with activity \( A2 \) then \( a(3) = 2 \). By convention, \( a(v) = 0 \) if \( v \) is not associated with an activity and we define an empty set of WS for this fictitious activity \( W_0 = \emptyset \).

The set \( E \) of arcs can be partitioned into 3 subsets: \( E_{\text{SEQ}} , E^S \) and \( E^J \).

- \( E_{\text{SEQ}} \) is the set of arcs \( (u, v) \) corresponding to sequence patterns, where \( u \in V_A \cup V_{\text{AND}} \cup V_{\text{XOR}} \) and \( v \in V_A \cup V_{\text{AND}} \cup V_{\text{XOR}} \).
- \( E^S = E_{\text{AND}}^S \cup E_{\text{XOR}}^S \) is the set of arcs (describing the split operator) whose initial extremity belongs to \( V_{\text{AND}} \cup V_{\text{XOR}} \).
- \( E^J = E_{\text{AND}}^J \cup E_{\text{XOR}}^J \) is the set of arcs (describing the join operator) whose final extremity belongs to \( V_{\text{AND}} \cup V_{\text{XOR}} \).

3.2. Decision variables for selecting activities and WS

As previously explained, our WS composition problem is to select simultaneously the activities to be performed and one WS for each chosen activity. For the selection of activities, we introduce 3 types of variables:

1. \( \forall u \in V_A, x_u \) is a binary variable equal to 1 if the activity with index \( a(u) \) is performed and 0 otherwise,
2. \( \forall u \in V_{\text{AND}} \cup V_{\text{XOR}}, x_u \) is a binary variable equal to 1 if the corresponding join or split operator of the AND pattern represented by \( u \) is successful (meaning that all activities inside the AND pattern are performed) and 0 otherwise,
3. \( \forall u \in V_{\text{XOR}}, x_u \) is a binary variable equal to 1 if the corresponding join or split operator of the XOR pattern represented by \( u \) is successful (meaning that only one branch inside the XOR pattern is performed) and 0 otherwise.

Any end-to-end route is represented by a \( 0\text{-}1 \) vector \( x = (x_e)_{e=1,...,|V|} \). For the selection of WS, we introduce the following variables: \( \forall A_i \in A \) and \( \forall j \in W_i, w_{ij} \) is a binary variable equal to 1 if activity \( A_i \) is performed by WS \( j \) and 0 otherwise.

3.3. Constraints for selection

We have to modelize the fact that each selected activity must be realized by exactly one WS and that no WS have to be retained for non-selected activities.

(C1) WS selection. For each vertex \( v \) belonging to \( V_A \), we have to select at most one WS for activity \( a(v) : x_v = \sum_{j \in W_{a(v)}} w_{a(v)j} \) is a binary variable equal to 1 if the activity with index \( a(v) \) is performed and 0 otherwise.

Moreover, the WS composition is completed if the last vertex of the workflow is selected.

(C2) Ending activity or operator. For the last vertex of indice \( |V| \), we have: \( x_{|V|} = 1 \). This constraint can be seen as an objective to achieve.

The constraints induced by the workflow, presented in the following section, describe the patterns (and the corresponding activities) that must be selected in order to satisfy constraint (C2).

3.4. Constraints induced by the workflow

We can represent the workflow constraints in a linear form.

(C3) Sequential pattern. For each arc \( (u, v) \in E_{\text{SEQ}} \), if the pattern is selected then \( x_u = x_v = 1 \). If it is not the case then \( x_u = x_v = 0 \). So we have: \( x_u = x_v \).

(C4) AND pattern. For each vertex \( v \in V_{\text{AND}}, \) the corresponding AND join pattern \( v \) is performed if and only if the last vertex \( u \) of each branch is selected: \( x_v = x_u \forall u \in \Gamma^-(v) \).

(C5) XOR pattern. For each vertex \( v \in V_{\text{XOR}}, \) if \( x_v = 1 \) then only one branch has to be selected and, if \( x_v = 0 \), then no branch is selected. Considering the last vertex \( u \) of each branch, these two cases are represented by:

\[ x_v = \sum_{u \in \Gamma^-(v)} x_u. \]

(C6) SPLIT–JOIN. For each AND (resp. XOR) pattern associated with vertices \( u \) and \( v \) (with \( u = s(v) \)), we have: \( x_v = x_u \).

Example 7. Applied to the example of Fig. 4, we have the following data: \( V_A = \{1, 3, 5, 6, 8, 9, 10\} \), \( V^S_{\text{AND}} = \{4\} \), \( V^J_{\text{AND}} = \{7\} \), \( V^S_{\text{XOR}} = \{2\} \) and \( V^J_{\text{XOR}} = \{11\} \). Values of functions \( a \) and \( s \) are represented in Table 3.

Then, we have the following constraints induced by the workflow:

\[
\begin{align*}
(C2) & : x_{11} = 1 \\
(C3) & : x_1 = x_2, x_3 = x_4, x_9 = x_{10} \\
(C4) & : x_5 = x_7, x_6 = x_7 \\
(C5) & : x_{11} = x_7 + x_8 + x_{10} \\
(C6) & : x_2 = x_{11}, x_4 = x_7.
\end{align*}
\]
3.5. Qos measures

Concerning the value of a composite WS \( w \) represented by the \( w_{ij} \) variables, each criterion induces a specific analysis. For the first criterion which is a sum-type criterion, we have: \( c(w) = \sum_{i=1}^{n} \sum_{j \in W_i} c_{ij} w_{ij} \). For the second criterion, which is a max-type criterion, the analysis is much complex since some WSs can be executed in parallel inside the same AND pattern. Indeed, in order to compute the execution time of a given AND pattern, we have to compute the execution time of each branch of the pattern (which is the sum of the execution time of the WS chosen for each activity belonging to the branch). Then, the execution time of the considering AND pattern is equal to the maximal branch execution time.

In our model, we introduce the following additional variables: \( t_v \) represents the starting time of the vertex \( v \), \( \forall v \in V \). The ending time of vertex \( v \) is obtained by adding to \( t_v \) its execution time depending on the type of \( v \):

- the execution time of a vertex representing an activity \( a(v) \) is computed as follows: \( \sum_{j \in W(a(v))} d_{a(v)j} w_{a(v)j} \) (when the activity \( a(v) \) is not performed, all variables \( w_{a(v)j} \) are equal to 0 and the execution time is 0),
- the execution time of a vertex representing a pattern is equal to 0.

We have to introduce a set of constraints in order to compute the starting time variables. To begin, we define the starting time of the first vertex of the workflow:

(T0) \( t_1 = 0 \).

To force \( t_v = 0 \) when the vertex \( v \) is not selected, we introduce the following constraint:

(T1) \( \forall v \in V \setminus \{1\}, \quad t_v \leq Mx_v \), with \( M \) a big constant which does not limit the \( t_v \) values. We propose to take \( M \) equal to \( M = \sum_{i \in A} \max_{j \in W_i} d_{ij} \).

For the sequential patterns, we introduce the following constraint:

(T2) \( \forall (u, v) \in E_{SEQ}, \quad t_v \geq t_u + \sum_{j \in W(a(u))} d_{a(u)j} w_{a(u)j} \) with the convention that \( a(u) = 0 \) and \( W_0 = \emptyset \) when \( u \) is a pattern. Thus, when \( u \) represents a pattern, the inequality becomes: \( t_v \geq t_u \).

**Example 8.** For the example of Fig. 4 with WS values presented in Table 1, we have:

- for arc (2, 3), constraint (T2) is: \( t_3 \geq t_2 \)
- for arc (9, 10), constraint (T2) becomes: \( t_{10} \geq t_9 + 2w_{a(9)1} + w_{a(9)2} + 3w_{a(9)3} \).

For the AND patterns, we introduce the following constraints:

(T3) the first vertex \( v \) of each branch can begin when the split represented by \( u \) is performed, \( \forall u \in V^S_{AND}, \forall v \in \Gamma^+(u), \quad t_v \geq t_u \)

(T4) the join pattern \( v \) can be performed when the last activity of each branch is ended, \( \forall u \in V^J_{AND}, \forall v \in \Gamma^-(v), \quad t_v \geq t_u + \sum_{j \in W(a(u))} d_{a(u)j} w_{a(u)j} \).

**Example 9.** In our example, only \( u = 4 \) is a split AND pattern with two branches, then (T3) induces two constraints: \( t_5 \geq t_4 t_5 \geq t_4 \).

The vertex 7 is the only join AND pattern, then (T4) induces the constraints:

\[
\begin{align*}
& t_7 \geq t_5 + 4w_{a(5)1} + w_{a(5)2} + 5w_{a(5)3} \\
& t_7 \geq t_6 + w_{a(6)1} + w_{a(6)2} + 2w_{a(6)3}.
\end{align*}
\]

For a split XOR pattern \( u \), only one branch is executed. Then, for the first vertex \( v \) of each branch, we have to satisfy the non-linear constraint:

\[ \forall v \in \Gamma^+(u), \quad t_v x_v \geq t_u. \]

From (C5), only one branch is selected. Let us denote \( v' \) the first vertex of the selected branch. We have: \( \sum_{v \in \Gamma^+(u)} t_v x_v = t_v x_v \). Constraint (T1) implies that \( t_v = 0 \), \( \forall v \neq v' \) thus the previous expression can be linearized as follows:

\[ \sum_{v \in \Gamma^+(u)} t_v x_v = \sum_{v \in \Gamma^+(u)} t_v. \]

For the XOR patterns, we introduce the following constraints:

(T5) the starting time of the first vertex of the selected branch can be obtained as follows, \( \forall u \in V^S_{XOR}, \forall v \in \Gamma^+(u) \quad t_v \geq t_u \)

(T6) for the ending time of the patterns, \( \forall v \in V^J_{XOR} \quad t_v \geq \sum_{w \in \Gamma^-(v)} (t_u + \sum_{j \in W(a(u))} d_{a(u)j} w_{a(u)j}) \).

**Example 10.** In the example in Fig. 4, let us consider the vertex \( u = 2 \) which is a split XOR pattern. Constraint (T5) gives:

\[ t_1 \geq t_2 \]

The join vertex associated being \( v = 11 \), constraint (T6) gives:

\[ t_{11} \geq t_7 + t_8 + 5w_{a(8)1} + 4w_{a(8)2} + 4w_{a(8)3} + t_{10} + 3w_{a(10)1} + 4w_{a(10)2} + w_{a(10)3}. \]

Finally, we have to introduce a global constraint to limit the total duration time to \( T \), a limit fixed by the user. Since we set \( t_1 = 0 \), the total execution time of the composite WS is given by: \( t_{|V|} + \sum_{j \in W(a(|V|))} d_{a(|V|)j} w_{a(|V|)j} \).
Consequently, the global constraint on time is:

\[(Q1) \ t_{|V|} + \sum_{j \in W_{a(|V|)}} d_{a(|V|)j}w_{a(|V|)j} \leq T.\]

For the third criterion, which is a multiplicative-type criterion, we apply the same approach as in [21]. The global reliability of a composite WS \(w\), denoted \(r(w)\), is given by:

\[r(w) = \prod_{i=1}^{n} p_{ij}.\]

If we want to guarantee a reliability of probability \(P\) (fixed by the user) for the selected composition, then we have to add: \(r(w) \geq P\). The linearization of this expression is natural by considering the log function:

\[\log(r(w)) = \sum_{i=1}^{n} \log(p_{ij}) \geq \log(P).\]

Since \(\sum_{i=1}^{n} \sum_{j \in W_{i}} \log(p_{ij}) = \sum_{i=1}^{n} \sum_{j \in W_{i}} \log(p_{ij})w_{ij}\), the global constraint on reliability is:

\[(Q2) \sum_{i=1}^{n} \sum_{j \in W_{i}} \log(p_{ij})w_{ij} \geq \log(P).\]

Constraint \((Q1)\) represents the fact that the execution time is limited by \(T\). Constraint \((Q2)\) represents the fact that the reliability must be at least equal to \(P\). The following section presents the final model.

3.6. Model

Our purpose is to minimize the cost criterion and to satisfy two QoS constraints concerning the execution time and the reliability. Our completed model is:

\[
\begin{align*}
\min & \sum_{i=1}^{n} \sum_{j \in W_{i}} c_{ij}w_{ij} \\
x_v &= \sum_{j \in W_{a(v)}} w_{a(v)j} \quad \forall v \in V (C1) \\
x_{|V|} &= 1 \\
x_v &= x_v \\
\sum_{u \in \Gamma^{+}(v)} x_u &= x_v \\
x_{s(v)} &= x_v \\
t_1 &= 0 \\
t_u &= Mx_u \\
t_v &\geq t_u + \sum_{j \in W_{a(u)}} d_{a(u)j}w_{a(u)j} \\
t_v &\geq t_u \\
\sum_{v \in \Gamma^{+}(u)} t_v &\geq t_u \\
t_{|V|} + \sum_{j \in W_{a(|V|)}} d_{a(|V|)j}w_{a(|V|)j} &\leq T \quad (Q1) \\
\sum_{i=1}^{n} \sum_{j \in W_{i}} \log(p_{ij})w_{ij} &\geq \log(P) \quad (Q2) \\
w_{ij} &\in \{0, 1\} \quad \forall i = 1, \ldots, n \forall j = 1, \ldots, |W_{i}| \\
x_v &\in \{0, 1\} \quad \forall v = 1, \ldots, |V| \\
t_v &\geq 0 \quad \forall v = 1, \ldots, |V|.
\end{align*}
\]
Table 3

<table>
<thead>
<tr>
<th>v</th>
<th>Functions a and v applied to the example of Fig. 4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4

Linear program size of our experimentation.

<table>
<thead>
<tr>
<th>Number of activities</th>
<th>Number of constraints</th>
<th>Number of variables for 10 WS</th>
<th>50 WS</th>
<th>100 WS</th>
<th>200 WS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>55</td>
<td>131</td>
<td>531</td>
<td>1031</td>
<td>2031</td>
</tr>
<tr>
<td>50</td>
<td>269</td>
<td>648</td>
<td>2648</td>
<td>5148</td>
<td>10148</td>
</tr>
<tr>
<td>100</td>
<td>514</td>
<td>1285</td>
<td>5285</td>
<td>10285</td>
<td>20285</td>
</tr>
</tbody>
</table>

Example 11. Let us consider the example of Fig. 4 and Table 1. In order to determine the less expensive composite WS, we have to solve our linear program by setting $M = T = \sum_{i=1}^{11} d_{ij} = 28$ and $P = 10^{-6}$.

An optimal solution is given by the following end-to-end route $(A_1, A_5)$ with the third WS for $A_1$ and the first WS for $A_5$.

The number of constraints is $23$, its duration is $10$ and its reliability is $0.94$.

If the duration time has to be less than $6$ (setting $T = 6$ in Q1) then the minimal cost solution is given by the end-to-end route $(A_1, A_6, A_7)$ with the second WS for $A_1$, the first WS for $A_6$ and the third for $A_7$. The solution value is equal to $48$, the duration time of this composite WS is equal to $6$ and its reliability is $0.87$.

The number of binary variables is equal to $|V| + |W|$, plus $|V|$ real and non negative variables which gives $O(|W|)$ variables.

The number of constraints is equal to $2n + 3 + 2|E| + 3|E_\text{AND}| + 3|V^S_\text{XOR}| + |V|$ which gives $O(|E|)$ constraints. Indeed, we have $n$ constraints for (C1), $|E| + 3$ constraints for (C3) and (T2), $|E_\text{AND}| = |E_\text{AND}|$ constraints for (C4), (T3) and (T4), $|V^S_\text{XOR}| = |V_\text{XOR}|$ for (C5), (T5) and (T6) and $|V|$ for (C6).

Let us underline that our model can represent several variants of the composition problem: minimize the execution time subject to a budget constraint, maximize an aggregate score subject to several QoS constraints … In practice, it is of interest to know the best value we can obtain on each criterion. For that, by changing the objective function of our model, we can minimize total execution time (without any QoS constraint) or minimize total cost (without time constraint).

Example 12. For the previous example, by minimizing $t_{11}$ and removing (Q1) and (Q2), we obtain 5 which is the minimal duration of a composite WS (with a total cost equal to 50). This composite WS is described by: $w_{12} = w_{62} = w_{73} = 1$.

4. Experiments

The model was solved using CPLEX solver, and the experiments were carried out on a Dell PC with Intel (R) Core TM i7-2760, with 2.4 GHz processor and 8 Go RAM, under Windows 7 and Java 7. For testing purpose, we randomly generated workflows with interlaced XOR and AND patterns, by varying the number of activities (from 10 to 200), and by randomly varying the number of AND and XOR patterns (representing at most 30% of the number of activities in the workflow) as well as their position in the workflow. The WS registry was generated by randomly assigning QoS values to each candidate WS (a value between 10 and 50 for the price and a value between 50 and 200 ms for the duration). For a given number of activities and a given number of WS per activity, 10 instances are randomly generated in order to compute average value.

In order to analyse the impact of one QoS constraint on computation time and on optimal solution value, we choose in a first step to relax the reliability constraint Q2: the reliability of each WS is equal to 1 and $P = 10^{-6}$.

Table 4 reports the average size of considered linear programs. The number of constraints only depends on the workflow.

In the following experiments, for a given workflow and WS registry, we begin by determining the composite WS with minimal duration time, denoted $T^*$.

In order to analyse the impact of the constraint Q1 on computation time, we first consider 50-activities workflows with 100 WS per activity. In Fig. 10(a), we report the computation time when $T$ increases from $T^*$ to $3T^*$. This figure clearly shows that “easy” cases (with computation times less than 9 ms) appear for high values of $T$ (greater than $1.5T^*$). The computation times are higher (around 17 ms) when $T$ varies from $1.17T^*$ to $1.37T^*$.

In order to analyse the influence of the number of WS on the computation time, we first consider 50-activities workflows with an increasing number of WS (from 50 to 500 per activity). Then, we compute minimal cost composite WS in two cases: in the first case, the total duration must not exceed $1.17T^*$ and, in the second case, the duration must not exceed $1.5T^*$ (the QoS constraint Q1 is less restrictive). The results are presented in Fig. 11(a).

As previously noted, for a given number of WS, the optimal solution is found more rapidly when the constraint on time is “relaxed” (equal to $1.5T^*$). For realistic instances, around 50 WS per activity, the average computation time (obtained on 10 workflows) is less than 7 ms when $T$ equals $1.5T^*$, and less than 13 ms when $T$ equals $1.17T^*$. These experimental results are very promising. Moreover, it appears that the execution time linearly increases with the number of WS.
Fig. 10. Computation time and cost for 50-activities workflows with 100 WS per activity.

Fig. 11. Computation time by varying the number of WS and the number of activities.

**Fig. 10(b)** shows the link between the cost of the optimal composite WS and the time constraint for 50-activities workflows with 100 WS per activity. It clearly appears that the cost of the optimal composite WS rapidly decreases when the QoS time constraint is relaxed. More precisely, when $T$ increases from $T^*$ to $1.2T^*$, the cost of the optimal solution is divided by 2. When $T$ equal to $1.5T^*$, the minimal cost of the optimal composite WS is reached in a very large majority of cases.

Afterwards, we consider different workflows with an increasing number of activities (with 100 WS per activity). **Fig. 11(b)** presents the evolution of computation times for activities’ number varying from 10 to 200. We note that the computation time linearly increases with the number of activities. Moreover, the computation time is of the same order for the two considered values of $T$.

In a second round of experiments, we re-introduce the reliability constraint $Q2$ to our model. The score of each WS on the reliability criterion is randomly chosen in the range $[0, 1]$ and we set $P = 0.5$. Our experiments, reported in **Fig. 12**, show that the linear program is more difficult to solve with two QoS constraints. Indeed, the computation time exponentially increases with the number of WS. However, it is still reasonable for realistic instances (an average of 100 ms for a 50-activities workflow with 50 WS per activity).

These computational experiments are very promising. With the proposed model, the WS composition problem with a sum-type criterion to optimize and a single QoS constraint is tractable even for large size instances. However, the same problem with an additional QoS constraint is more difficult to solve for large size instances with a standard solver like CPLEX.

**5. Conclusion**

This article is devoted to the workflow-based WS composition problem, once the WS discovery and the semantic reconciliation are done. We present a theoretical complexity analysis of QoS-aware workflow-based WS composition, pointing out polynomial cases. Our theoretical complexity analysis underlines that the computational difficulty of the WS composition problem comes from global QoS constraints. When the QoS requirements are criteria to optimize, the problem becomes easy to solve even for nonlinear criterion.

When QoS constraints have to be considered, we propose a mixed integer linear program for determining a composite WS minimizing a sum-type criterion. This model allows to simultaneously optimize the activities and the chosen WS per...
activity in a workflow including interlaced XOR and AND patterns. Compared with graph-based approaches [20], we do not have to enumerate all the potential end-to-end routes in the workflow. Our model is the first one with polynomial numbers of variables and constraints (polynomial in function of the number of WS and patterns). Extensive computational experiments on random workflows and WS registries show that our approach is very promising for exactly solving the QoS-aware composition problem.

However, the computation time is more important when several QoS constraints are considered. It takes several seconds to find the optimal solution for big size instances and this may be too long for real time computation. Therefore, a study on graph reduction has to be specifically conducted (since the graph is series-parallel) in order to simplify the mixed integer linear formulation. On the other hand, it would be useful to propose approximate algorithms to find solutions very rapidly.

With our linear programming approach, we are able to determine the optimal solution, to compute the distance between the optimal solution and the approximate one and thus to obtain an experimental approximation ratio. This is left for future research.
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